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Introduction

• Goal: 
• Achieving compatible classification result on the 2nd YouTube-8M dataset under 

model sized constraints given the video and audio features.

• Motivation
• Exploring relations between features for improving single model results.

• Seeking for complementary models and compact ensemble method.

• Our method: 
• Non-local NetVLAD.

• Integration of NL-NetVLAD, Soft-BoF and GRU.

• ‘bfloat-16’ format for model compression.

• Results:
• Final ranks at the 4th place in the final announcement.

• The proposed framework is of 995M.

• Achieving the 0.88763 and 0.88704 GAP@20 on the public and private test set.



Proposed Framework

• Video representation learning: 

LFNL-NetVLAD, LFNL-NetRVLAD, EFNL-NetVLAD, Soft-BoF, GRU.

• Classifiers:

Mixture of Experts, Context Gating.



Non-local NetVLAD

NetVLAD1 descriptor 𝑉(𝑗, 𝑘) is computed based on differentiable soft assignment ത𝑎𝑘(x𝑖).

[1] NetVLAD: CNN architecture for weakly supervised place recognition. Arandjelovic et al. CVPR2016



Non-local NetVLAD

Non-local NetVLAD descriptor models the relations between different local cluster 

centers with the non-local block. The non-local relations are computed with the 

embedded Gaussian function:

where 𝜃 ∙ and 𝜙 ∙ are linear transformations.

The non-local NetVLAD is formulated as:

[1] Non-local Neural Networks. Wang et al. CVPR2018

Fig1. Non-local block1.



Proposed Framework
1.Late Fusion Non-local NetVLAD (64 clusters, 8MoE, 593M)

2.Late Fusion Non-local NetRVLAD (64 clusters, 4MoE, 472M)

3.Early Fusion Non-local NetVLAD (64 clusters, 2MoE, 478M)

4.Soft Bag of Features (4k clusters,  2MoE, 109M; 8k clusters, 2MoE, 143M)

5.Gate Recurrent Units (1024 hidden units,  2MoE, 243M)



Tips and Tricks

• Ensembling diverse models.

• Using ‘bfloat16’ format for model compression.

• Averaging model parameters of checkpoints gains performance.

• Multiple sampling of video frames for feature encoding.



Experimental Results

The Late Fusion Non-local NetVLAD (LFNL-NetVLAD) performs best achieving 

0.8716 GAP@20 on our validation set.

Experimental results show that the NL-NetVLAD, Soft-BoF and GRU models are 

complimentary.
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