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ABSTRACT
Westin’s Privacy Segmentation Index has been widely used
to measure privacy attitudes and categorize individuals into
three privacy groups: fundamentalists, pragmatists, and un-
concerned. Previous research has failed to establish a robust
correlation between the Westin categories and actual or in-
tended behaviors. Unexplored however is the connection
between the Westin categories and individuals’ responses to
the consequences of privacy behaviors. We use a survey of
884 Amazon Mechanical Turk participants to investigate the
relationship between the Westin Privacy Segmentation In-
dex and attitudes and behavioral intentions for both privacy-
sensitive scenarios and privacy-sensitive consequences. Our
results indicate a lack of correlation between the Westin cat-
egories and behavioral intent, as well as a lack of correlation
between the Westin categories and consequences. We discuss
potential implications of this attitude-consequence gap.

1. INTRODUCTION
Privacy research pioneer Alan Westin conducted over thirty

privacy-related surveys between 1978 and 2004 [25]. During
this time, he developed a Privacy Segmentation Index con-
sisting of three questions and a set of rules to translate par-
ticipants’ responses into three categories (fundamentalists,
pragmatists, and unconcerned) [24, 25]. This index captures
general privacy attitudes about consumer control, business,
and laws and regulations. It has been hugely influential in
the debate over privacy attitudes, and has been deployed by
researchers in numerous studies, e.g., [13, 23, 26, 29].
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Nonetheless, concerns have long existed regarding the pre-
dictive power of Westin’s categories and the assumptions
underlying his Privacy Segmentation Index. First, previous
research has failed to establish a significant correlation be-
tween the Westin categories (which capture broad, generic
privacy attitudes) and context-specific, privacy-related be-
haviors, either actual or intended [13, 23, 29]. Second, re-
searchers have raised concerns regarding unstated assump-
tions underlying the index, which presumes individuals make
privacy decisions that are highly rational, reflective, and in-
formed [42]. Instead, scholars have posited that incomplete
information or decision-making biases, among other factors,
may cause a gap between the general attitudes captured by
the Westin categories and actual, specific privacy behav-
ior [4]. Third, the instrument has not been updated since
approximately 1995, and it is not obvious that it remains
current in our Internet-centric world.

It is perhaps unsurprising that generic attitudes (such as
those captured by Westin’s Privacy Segmentation Index) are
poor predictors of context-specific behaviors [15]. The so-
called privacy paradox is often interpreted as the apparent
lack of correlation between privacy attitudes and behaviors,
and much work on this topic has focused on contrasting
generic attitudes with hypothetical or observed behavior.
However, one might suppose that general attitudes would be
more successful at predicting responses to consequences. For
example, one might imagine that a fundamentalist would ob-
ject more strongly than an unconcerned to a personal photo
being distributed widely on the Internet. In this manuscript
we test the relationship between the Westin categories and
a diverse, large set of scenarios, and examine the previously
unexplored connection between those categories and indi-
viduals’ reactions to privacy-relevant outcomes from those
scenarios. In other words, we examine whether generic pri-
vacy attitudes are correlated with individuals’ attitudes and
behavioral intentions when hypothetical but specific conse-
quences arising from the protection or disclosure of personal
information are described. We survey 884 Amazon Mechan-
ical Turk participants to investigate this relationship.
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Supporting but extending previous literature, our results
suggest a lack of correlation between the Westin categories
and any of the scenarios we designed, independent of the
type of data, actions, and context presented to the partici-
pants. Expanding previous literature, our results also sug-
gest a lack of correlation between the Westin categories and
actual outcomes, regardless of the material consequences as-
sociated with the disclosure of personal data. We discuss the
potential implications of this apparent attitude-consequence
gap for the motives and rationales underlying privacy atti-
tudes, and for the design and evaluation of privacy “per-
sonas” or privacy segmentations.

Additionally, we explore several potential improvements
to the Westin Privacy Segmentation Index. First, we report
on a data-driven segmentation of responses to the Westin
questions, which did not result in significantly better re-
sponse prediction than the Westin categories. Second, we
explore the implications of making the Westin questions
more specific by replacing generic companies with partic-
ular brands; our results indicate this manipulation tends to
make participants less privacy-sensitive. Third, we inves-
tigate whether other specific variables such as personality
traits and demographics are more predictive of responses to
scenarios or outcomes than the Westin categories, and re-
port that these variables have at best only slightly improved
predictive power.

The rest of this paper is organized as follows. In the next
section, we provide background information on the Westin
Privacy Segmentation Index, as well as other related work.
Next, we describe the methodology for our survey as well
as describing supplementary data we gathered, and then we
turn to findings. We next explore several potential improve-
ments of the Westin Privacy Segmentation Index. We then
discuss the implications of our work and conclude.

2. BACKGROUND

2.1 The Westin Privacy Segmentation Index
Beginning in the late 1970’s, Westin conducted numerous

privacy-related surveys, refining questions and category def-
initions over time [25]. In 1995, he introduced the Westin
Privacy Segmentation Index (subsequently also called the
Core Privacy Orientation Index), which he used for nearly a
decade in order to make longitudinal comparisons [24, 25].
Note that the questions are specifically related to a con-
sumer perspective, although they have been widely adopted
in broader contexts, e.g., [13, 23]. This culminating set of
questions is perhaps the most commonly known and used
form of his survey instruments, and it is the one we have
chosen to include in our study.

A survey using this index asks participants, “For each of
the following statements, how strongly do you agree or dis-
agree?” [1 = Strongly Disagree, 2 = Somewhat Disagree,
3 = Somewhat Agree, 4 = Strongly Agree]:

Q1: Consumers have lost all control over how personal in-
formation is collected and used by companies.

Q2: Most businesses handle the personal information they
collect about consumers in a proper and confidential
way.

Q3: Existing laws and organizational practices provide a

reasonable level of protection for consumer privacy to-
day.

Based on their responses to these three questions, Westin
used the following procedure for dividing participants into
three categories [25]. First, responses to the individual ques-
tions are classified as follows:

For Q1, responses of “Strongly Agree” or “Somewhat
Agree” are considered privacy-concerned.

For Q2 and Q3, responses of “Strongly Disagree” or
“Somewhat Disagree”are considered privacy-concerned.

Next, participants are categorized according to the follow-
ing rules:

1. Privacy Fundamentalists: Participants who give privacy-
concerned responses to all questions;

2. Privacy Unconcerned: Participants who give responses
that are not privacy-concerned to all questions;

3. Privacy Pragmatists: All other participants (i.e., par-
ticipants who give a mix of privacy-concerned and not
privacy-concerned responses).

In addition to these three questions, Westin drew on other
items in his survey instrument to construct a representation
of the categories. The essential meaning of these categories
remained the same, although specific details varied over the
years [25]. The 2002 Harris report provides the following
representative descriptions of fundamentalists, pragmatists,
and unconcerned [24]:

Privacy Fundamentalists: At the maximum ex-
treme of privacy concern, Privacy Fundamentalists are
the most protective of their privacy. These consumers
feel companies should not be able to acquire personal
information for their organizational needs and think
that individuals should be proactive in refusing to pro-
vide information. Privacy Fundamentalists also sup-
port stronger laws to safeguard an individual’s privacy.

Privacy Pragmatists: Privacy Pragmatists weigh
the potential pros and cons of sharing information, and
evaluate the protections that are in place and their
trust in the company or organization. After this, they
decide whether it makes sense for them to share their
personal information.

Privacy Unconcerned: These consumers are the
least protective of their privacy – they feel that the
benefits they may receive from companies after pro-
viding information far outweigh the potential abuses of
this information. Further, they do not favor expanded
regulation to protect privacy.

2.2 The Privacy Paradox
Numerous studies have documented an attitude-behavior

dichotomy (also referred to as the Privacy Paradox), in which
participants’ privacy-related attitudes are seemingly at odds
with their actual or intended behavior, e.g., [41, 4, 3]. Spiek-
ermann et al. compared self-reported privacy preferences
(as measured with an instrument building on Ackermann
et al.’s work [1]) with actual disclosing behavior during an
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online shopping episode, finding that participants did not
live up to their self-reported privacy preferences [41]. Ac-
quisti and Grossklags studied the relationship between gen-
eral privacy attitudes and self-reported adoption of privacy
preserving strategies and self-reported past release of per-
sonal information, and also found supporting evidence for
the attitude-behavior dichotomy [4]. While, as noted above,
it is unsurprising that general attitudes would not precisely
predict context-specific behaviors [15], the dichotomy ap-
pears to apply not only to general attitudes and behavior
but also to specific attitudes and behaviors: Acquisti and
Gross demonstrated a gap between the information partic-
ipants said they cared about protecting online, and what
they were showing publicly on Facebook [3].

A number of studies have also documented an attitude-
behavior dichotomy specifically for attitudes as established
by the Westin categories, showing gaps between the Westin
categories and actual behavior [29], the Westin categories
and behavioral intentions [6, 20], and the Westin categories
and specific attitudes [23]. Malheiros et al. reported that
the Westin categories failed to predict disclosure of personal
data items in an online setting [29]. Consolvo et al. re-
ported that the Westin categories were not a good predictor
of how participants would respond to requests for their lo-
cation from social relations [13]. Jensen and Potts found
inconsistent correlations between the decision to purchase
in hypothetical e-commerce scenarios and the Westin cat-
egories (as established by an instrument they developed to
classify participants into Westin categories) [20]. Further, in
an investigation of California residents’ attitudes toward law
enforcement’s access to cell phone location data, King and
Hoofnagle found that the attitudes professed among funda-
mentalists, pragmatists, and the unconcerned did not align
with Westin’s descriptions of their attitudes [23].

Researchers have previously argued that the disconnect
between general privacy attitudes (as measured by the Wes-
tin Privacy Segmentation Index or other instruments) and
behaviors may be due to a multiplicity of non-mutually ex-
clusive reasons. The reasons include: instruments such as
the Westin Privacy Segmentation Index measure general at-
titudes, while behaviors are context-specific [15]; individu-
als may perform privacy calculus and make choices that are
privacy-suboptimal because they are the most viable or con-
venient options, even if they are not in accordance with the
individuals’ privacy preferences [43, 44]; and/or individuals
may lack awareness or information about privacy trade-offs,
or be subject to various types of decision-making biases [2,
4]. Specific to the Westin Privacy Segmentation Index, King
and Hoofnagle have proposed that the Westin categories and
their predictive power may be weakening over time [23].

We build on this previous research on the attitude-behavior
dichotomy by exploring the relationship between privacy at-
titudes (as measured by the Westin Privacy Segmentation
Index), behavioral intent, and consequences. We believe this
is a novel exploration of whether the attitude-behavior di-
chotomy extends to consequences.

Numerous studies have analyzed privacy concern, and ap-
plied diverse instruments for measuring it [34]. In addition
to the Westin Privacy Segmentation Index, researchers have
proposed other privacy scales, including the Internet Users’
Information Privacy Concerns (IUIPC) scale [30] and the
Privacy Concern Scale (PCS) [10], both of which contain
more specific questions than the Westin Privacy Segmenta-

tion Index. Preibusch has observed that scenarios are one
of the common ways of measuring privacy concern [34]. In
focus group discussions with a small number of participants,
Kwasny et al. introduced six brief scenarios relating to
surveillance, location tracking, photo sharing, self-disclosure
and relationship building, identity theft, and health disclo-
sure [26]. Ackerman et al.’s work is one of the earliest to
report the use of scenarios, and we have drawn on their
work for inspiration as a representative example of this ap-
proach [1], adding outcomes to enable us to explore partic-
ipants’ responses to specific consequences. We believe this
type of use of outcomes is novel and allows us to explore
issues which have not been previously investigated, such as
the relationship between attitudes and consequences as de-
scribed above. We also believe we have explored a much
wider range of scenarios than previously reported.

3. METHODOLOGY
We ran a two-phase study on Amazon’s Mechanical Turk

in January and February of 2014, which yielded complete
data from 884 participants. We also conducted supplemen-
tary surveys on Google Consumer Surveys (GCS). In this
section we provide details on our study goals, design, and
administration, as well as information about the supplemen-
tary data and limitations.

3.1 Study Goals
Our study was broadly designed to explore the relation-

ships among generic privacy attitudes (including the Westin
Privacy Segmentation Index), responses to hypothetical sce-
narios, responses to outcomes, personality traits, and demo-
graphics. In this paper, we focus on the relationship between
the Westin Privacy Segmentation Index and responses to hy-
pothetical scenarios and outcomes.

Our interest in responses to hypothetical scenarios is not
novel; Section 2.2 highlighted several studies that have used
scenarios to capture individuals’ context-specific privacy pref-
erences. However, in this study, we test individuals’ re-
sponses to a broader array of scenarios, covering diverse sit-
uations, types of data, and possible behaviors. In addition
to that, we examine the relatively less explored connection
between Westin categories and individuals’ reactions to po-
tential consequences arising from privacy-sensitive scenarios.
In doing so, our goal was to examine whether, as we induce
participants to consider a set of possible consequences of pro-
tecting or disclosing data (be those consequences negative or
positive), individuals’ generic privacy attitudes become rel-
evant predictors of how an individual will subjectively per-
ceive, or react to, those privacy trade-offs.

3.2 Study Design
We designed a two-phase study, which was reviewed and

approved by CMU’s IRB. Phase I consisted of a survey that
included several measures of general privacy attitudes. We
aimed to capture a wide range of concerns about online
and/or offline contexts. After reviewing numerous scales,
we chose four that best balanced the following criteria: fre-
quency of use by other researchers, appropriateness for cur-
rent online and offline environments, and differentiation from
other scales that we included. Specifically, we included: the
Westin Privacy Segmentation Index [24, 25]; the Westin Per-
sonal Privacy Question which is a single question “How con-
cerned are you about threats to your personal privacy in
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America today?” [Very Concerned, Somewhat Concerned,
Not Very Concerned, or Not Concerned at All] that was used
by Westin several times to measure broad public sentiment
(it predates the Privacy Segmentation Index, but Westin
continued to use it in at least one study after he introduced
the Privacy Segmentation Index) [25]); the Internet Users’
Information Privacy Concerns (IUIPC) scale which was in-
troduced in 2004 by Malhotra et al. to measure online pri-
vacy concerns [30]1; and the Privacy Concern Scale (PCS)
which was introduced by Buchanan in 2007 to keep up with
the changing world of online privacy and asks questions re-
lated to common online activities (registration, e-commerce,
email) [10]2.

Phase I also included three questions which we designed
to measure participants’ degree of direct and/or indirect ex-
perience with misuse of personal information, drawing on
questions such as those reported by Malhotra et al. for in-
spiration [30].

Finally, Phase I assessed personality characteristics using
scales from the psychology literature. After carefully re-
viewing the literature and numerous personality scales, we
chose the nine that best balanced the following criteria: rel-
evance to privacy, prior validation, appropriateness for an
online survey, and differentiation from other scales that we
included. Specifically, we included: TIPI (Ten Item Per-
sonality Inventory) [17]; locus of control [35]; MFT (Moral
Foundation Theory) [18]; general disclosiveness (subscales
amount, depth and honesty) [19]; generalized self-efficacy
[37]; SIRI (Stimulating-Instrumental Risk Inventory) [46];
ambiguity tolerance [28]; hyperbolic discounting [5]; and
CRT (Cognitive Reflection Test) [16].

Phase II was administered to the same set of participants,
and asked them to imagine themselves in three (out of 20)
randomly chosen scenarios (see Appendix A for a complete
list). Our focus was to compare general attitudes such as
those captured by the Westin Privacy Segmentation Index to
specific attitudes and behavioral intention when considering
context-dependent scenarios and their respective outcomes.
Hence, we created a set of privacy-relevant scenarios that
manipulate the type of information participants were asked
to imagine divulging or not divulging (financial, health, lo-
cation, social, or otherwise), the context of the disclosures
(for example, the party to whom the information was to
be disclosed, online versus offline, whether or not the infor-
mation was anonymized, when or if the information would
be deleted) and the consequences of the disclosure (a range
of positive and negative outcomes with different financial,
health, social, and other impacts).3 For example, Scenario 1

1We included three components of this scale, namely control,
awareness, and collection. These are the novel components
the authors introduced in [30]. The scale contains several
additional components which are modifications of previous
scales, some of which were originally designed for offline envi-
ronments; we did not include these because they overlapped
with other scales we included and/or because they appear
less relevant in the contemporary context.
2We included the Privacy Attitudes component of this scale
(with slight modifications to align the answer choices with
other scales). We did not include the Privacy Behavior com-
ponent which was less relevant for our purposes because of
its focus on the use of specific technical capabilities.
3For this exploratory study, we did not manipulate the cross-
product of all possible variables, but rather focused on the
scenarios and outcomes that are most organic and natural

entertains the following situation: ‘A marketing company of-
fers you $1000 and free genetic testing in exchange for the
rights to all your current and future medical records. They
will have the right to resell or publish your data (anony-
mously or with information that could identify you, at their
discretion)’.

The main response or dependent variable of this study
was the answer to a question about likelihood of disclosure
(henceforth scenario response). The specific question was
“How likely would you be to [perform a given action]?” (on a
5-item Likert scale [1 = Not at all Likely, 2 = Slightly Likely,
3 = Moderately Likely, 4 = Very Likely, 5 = Extremely
Likely]). For example, for Scenario 1, the exact wording
was “How likely would you be to take the offer?”

We were also interested in additional variables that would
allow us to better understand the participants’ interpreta-
tion of and decision-making regarding the scenarios. Ac-
cordingly, in addition to the response variable measuring
likelihood of disclosure, we also asked questions about par-
ticipants’ specific feelings about each scenario. Specifically,
we asked about their confidence that they could make a
good decision; how well they thought they could foresee
what might happen if they disclosed the information; how
risky they felt it would be to disclose the information; how
much choice they felt they had about whether or not to dis-
close the information; how much control they thought they
would have over what happened to the information if they
disclosed it; how likely it was that they would be in this
situation; and how advantageous/disadvantageous the sce-
nario was overall, in the best case, and in the worst case for
themselves, their friends and family, and members of society.

After participants responded to questions about three sce-
narios, we presented them with three outcomes for each sce-
nario (randomly chosen from sets of scenario-specific out-
comes) and asked them to make similar assessments in terms
of attitudes and disclosure likelihood as they had originally
done for the scenarios alone. For a given outcome, the out-
come response is the participants’ reported likelihood of
agreeing to the scenario, assuming this was the only out-
come. The outcomes represented a wide range of situations
with positive, negative, or neutral implications for privacy or
well-being. For example, one of the outcomes for Scenario 1
postulates that, ‘Your medical data is combined with that
of many others. It is used to find a new cure for a previously
deadly disease. Neither you nor anyone in your family has
this disease.’ The complete text of the scenarios and out-
comes appears in Appendix A. Based on cognitive testing
in a pilot round, each participant was presented only three
scenarios, plus three outcomes for each scenario, in order to
minimize learning effects and fatigue. At the end of Phase
II, demographic data was collected.

3.3 Survey Administration
We administered the survey on Amazon’s Mechanical Turk

(MTurk) platform in late January and early February of
2014.4

based on a review of media reports, research reports, and
our experience with participants’ concerns in other studies.
Future work would profitably include a more systematic ma-
nipulation of such variables.
4We also ran a pilot version of the survey in April of 2013,
with a nearly identical survey instrument and approximately
the same number of participants. We re-ran the survey in
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For Phase I, MTurk workers were invited to complete a
survey about personality and attitudes for a compensation
of $2.50. Workers were required to have the following quali-
fications: live in the United States, Human Intelligence Task
(HIT) approval rate >= 95%, and number of approved HITs
>= 100. In the MTurk task description, we did not men-
tion privacy to avoid biasing our population. The average
completion time for Phase I was 18 minutes, making the
average hourly compensation $8.20. This is roughly on par
with the United States minimum wage and consistent with
payment standards of the MTurk community. A total of
1000 workers completed the task for Phase 1. After data
quality assessment, 27 turkers were removed from consid-
eration due to failing catch questions and/or giving overly
uniform answers to a large number of questions in a row.
After allowing a week to pass in order to minimize poten-
tial priming effects from questions in Phase I, we invited the
remaining 973 workers to complete Phase II for a compensa-
tion of $3.00. 884 individuals out of 973 (90.85%) recruited
for Phase II completed it; data from all 884 of these par-
ticipants is included in the analysis reported in this paper.
The average completion time for Phase II was 17 minutes,
making the average hourly compensation $10.66.

Table 1 shows several key self-reported demographic char-
acteristics of this sample.

Table 1: Select demographic characteristics of the
survey sample.

Demographic Category Frequency
Gender male 47.07%

female 40.39%
other 0.31%
prefer not to answer 0.21%
skipped 12.02%

Age 18-24 19.84%
25-34 38.85%
35-44 15.01%
45-54 8.02%
55-64 5.34%
65+ 0.72%
prefer not to answer 0.21%
skipped 12.02%

Education some HS 0.62%
HS 9.15%
some college 31.86%
college 39.05%
advanced degree 6.89%
prefer not to answer 0.31%
skipped 12.13%

Income in $ <20K 17.16%
20-45K 29.29%
45-70K 23.74%
70-100K 9.56%
>100K 5.65%
prefer not to answer 2.57%
skipped 12.02%

early 2014 (screening by MTurk ID to exclude prior partic-
ipants) to ensure we had recent data to report, to correct
a minor typo in Q3 (we also ran a GCS survey with and
without the typo with 1500 participants in each condition
and did not find a significant difference), and to test the
robustness of the results across multiple administrations of
the survey. Results from the pilot were largely similar to
those reported in this manuscript, with the minor excep-
tions noted in Section 4.1, and are not included here for the
sake of brevity.

3.4 Supplementary Data
We ran several supplementary studies on Google Con-

sumer Surveys (GCS) to contextualize our analysis. These
studies are not core contributions of this work, but are in-
cluded as useful context for the reader. GCS is a market re-
search tool that supports online surveys [22]. Internet users
complete survey questions in order to access premium con-
tent, and publishers get paid as their users answer. Answers
are anonymous and are not connected to personally identifi-
able information. Demographics (age, gender or geography)
are inferred for some participants; this demographic infor-
mation can be used to target questions to participants or to
weigh the results.

In this paper, we include results from two GCS surveys.
For both surveys, we targeted the general population in the
United States, and we use raw data rather than weighted
data for our analyses, as the inferred demographics may not
be accurate [22].

First, we ran a GCS survey with the three questions from
the Westin Privacy Segmentation Index with 1,500 partici-
pants in January 2014.

Second, we ran a GCS survey with 6,000 participants in
February 2014 to explore participants’ sensitivity to men-
tioning specific brands. It contained original and manipu-
lated versions of the three questions from the Westin Privacy
Segmentation Index, plus three additional questions about
purchasing history and trust. This “Brand Survey” had six
conditions (1000 participants per condition). In one con-
dition, participants answered the original Westin questions.
In the additional five conditions, participants answered the
Westin questions modified to refer to Amazon, PayPal, Safe-
way, Visa, and Walmart rather than more generic terms
such as “companies” or “businesses”. After answering the
three (modified) Westin questions, participants answered
three questions about their frequency of past purchases at
the specified company (or “online” for classic Westin), their
intent to purchase from the specified company (or “online”
for classic Westin) again in the future, and how trustwor-
thy they found the company (consistent with Joinson et al’s
finding that there is a strong relationship between privacy
and trust [21]). The full questions appear in Appendix B.

3.5 Limitations
The quality of responses and the composition of the sam-

ple are key issues in survey research. In this paper we fo-
cused on US respondents in order to reduce heterogeneity
of the sample, and we leveraged MTurk and GCS. MTurk,
which has been used in prior usable security and privacy re-
search (e.g., [14, 8]), allowed us to collect data from a large
number of diverse participants. Buhrmester et al. found
that the MTurk population was significantly more diverse
than typical American college samples and that using MTurk
could result in data at least as reliable as that obtained us-
ing traditional methods [11]. Paolacci et al. similarly found
evidence that MTurk yielded data comparable in quality to
surveying on a university campus [33].

GCS also has limitations, for example its use of inferred
demographics and the context in which questions are asked
(brief surveys to access premium content) [22]. Nonetheless,
some initial reports about GCS are encouraging. The Pew
Research Center compared results for questions on a vari-
ety of subjects asked in telephone surveys to those obtained
using GCS [22]. The median difference between results ob-
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tained from Pew Research surveys and GCS was 3 percent-
age points, and the mean difference was 6 points. They also
reported that the demographic profile of Internet users who
respond to GCS is similar to that of Internet users in Pew
Research Center surveys, and that technological use profiles
are also fairly similar. A white paper from Google reports
that GCS performed favorably against both a probability
based Internet panel and a non-probability based Internet
panel, based on several benchmarks [31]. As another exam-
ple, New York Times’ blogger and statistician Nate Silver
reported that out of a wide selection of polls, GCS election
polls ranked second in terms of accuracy and lack of bias in
predicting the 2012 election results [39]. Further, Schnorf et
al. administered a questionnaire with several identical pri-
vacy questions to multiple panels and report that the levels
of privacy concern for both GCS and MTurk respondents
were fairly similar to those of respondents in nationally rep-
resentative samples [36].

Despite these encouraging findings regarding both MTurk
and GCS, neither is likely to comprise a statistically repre-
sentative sample of the general population. Callegaro et al.
argue that not only do univariate statistics often vary across
samples, but predictive relationships (including magnitude)
can vary as well [12]. Future work would benefit from vali-
dation in a representative (or different) population, as well
as investigation of cross-cultural issues.

Further, although hypothetical scenarios are often used
for measuring privacy concern [34], clearly they do not di-
rectly measure behavior or attitudes. It would be valuable
to extend our work by testing the predictivity of the Westin
Privacy Segmentation Index for other indicators of privacy
concern. Finally, as with all negative results, a definitive
conclusion can not be drawn; our failure to find a correla-
tion does not mean that none exists.

4. FINDINGS
In this section, we present data on the Westin Privacy Seg-

mentation Index, and responses to scenarios and outcomes.

4.1 Westin Privacy Segmentation Index
Figure 1 shows the distribution of responses to the three

Westin questions.5 In Q1, agreement is privacy-concerned,
while in Q2 and Q3, disagreement is privacy-concerned. Tak-
ing that into account, all three distributions have the same
mode (the second-most concerned bucket).

Figure 2 shows the distribution of the Westin categories.
Approximately 49% of participants are fundamentalists, 40%
are pragmatists, and 10% are unconcerned.67 For compar-

5For ease of reference we introduce brief précis for the three
questions (e.g., ‘Loss of Control’ for Q1).
6Percentages do not sum to 100% due to missing responses.
7The alert reader may wonder if Snowden’s revelations
about NSA surveillance beginning in June 2013 affected the
results [27]. Because we had conducted a pilot in April of
2013, we were able to compare data from before and after
these events. There are marginally significant differences in
responses to Westin’s Q1 and Q3 before and after the NSA
surveillance revelations. We found that both Q1 and Q3
showed increased concern of about 0.08 on the Likert scale
after the NSA surveillance revelations, even after controlling
for demographic differences. We did not find significant dif-
ferences for Q2, nor did we find significant differences for the
Westin categories (P-value: 0.8463 for the X2 test). The mi-
nor shift in concern captured by Q1 and Q3 did not appear
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Figure 1: Distribution of raw scores for the three
Westin questions. Note the mode of each distribu-
tion is the second-most concerned bucket.

ison, in Table 2 we include the distribution of Westin cate-
gories in several other surveys: the GCS survey we ran with
only the Westin Privacy Segmentation Index (GCS1); the
condition of the GCS Brand Survey we ran which began
with the three unmodified questions from the Privacy Seg-
mentation Index (GCS2); results from Westin’s 2003 survey
administered by Harris Interactive (we were not able to de-
termine full details of this sample) [25]; and results from
Westin’s 2001 survey administered by Harris Interactive to
1529 members of the Harris Poll Online database, which
were then weighted (although the details of the weighting are
not fully provided for proprietary reasons) [24]. We provide
these numbers so that the reader may better contextualize
our results by making a qualitative comparison, but given
the varying compositions of the samples it is difficult to draw
any definitive conclusions. It appears to be the case that the
MTurk population may contain more fundamentalists than
the GCS population and the populations tested by Westin in
2003 and 2001. However, it is unclear whether this higher
number is simply due to biases in the MTurk population,
or whether it is in fact a more accurate representation of
current national sentiment. Investigation with a nationally
representative sample would be costly but informative.

We explored whether demographic variables predicted par-
ticipants’ Westin categories or their responses to the indi-
vidual Westin questions. (Here and throughout, by ‘predic-
tive’ we mean the ability to accurately predict the previ-
ously unobserved value of y based on the value of x given
the observed relationship between the two variables in our

in the categorization because there was a shift to more ex-
treme positions (from ‘Somewhat Agree’ to ‘Strongly Agree’
for Q1 and from ‘Somewhat Disagree’ to ‘Strongly Disagree’
for Q3) but not a change in polarity (the distribution of all
‘Agree’ answers and all ‘Disagree’ answers for a given ques-
tion was relatively stable), and the Westin categorization
rules rely on polarity. Overall, we found very few differences
before and after the NSA surveillance revelations. For ex-
ample, we found no changes in scenario response, with the
exception of Scenario 13 about government surveillance of
email, which participants were less likely to support post-
revelation.
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Figure 2: Distribution of the Westin categories.

Table 2: Distribution of the Westin categories in
select data sets.

DataSet Fundamentalist Pragmatist Unconcerned
MTurk ’14 49% 40% 10%
GCS1 ’14 38% 57% 6%
GCS2 ’14 37% 58% 5%
Harris-Westin ’03 26% 64% 10%
Harris-Westin ’01 34% 58% 8%

sample.) Participants self-reported age, gender, education
level, income, area where raised, area currently living, em-
ployment, religion and ethnicity. These demographic vari-
ables do not appear to be correlated with the Westin scale
in our sample. No significant demographic predictors were
found for any of the three individual Westin questions. We
tested the association between the Westin categories and all
the demographic variables using a X2 test [40] with Monte-
Carlo p-values because of the small counts in some table
cells. Again, no significant associations were found.

We also explored whether any of the personality traits
predicted participants’ Westin categories or their responses
to the individual Westin questions using separate one-way
ANOVA models for each trait [40]. Full results are not
shown due to space limitations, but in brief we found that
purity, in-group, and authority (three dimensions of the
MFT scale) have the highest predictive power for the three
Westin categories, although the effects are modest (funda-
mentalists and unconcerned differ by at most 0.4 standard
deviation units for any of the traits). The other three vari-
ables that show strong evidence of being correlated with the
categories are locus of control, emotional stability and CRT;
again the effects are modest. These six personality traits
differentiated the fundamentalists from the pragmatists and
unconcerned, although they revealed little differentiation be-
tween the latter two categories. These six traits had p-values
< 0.00003 and were significant after correcting for multiple
testing using the Bonferroni adjustment (0.05/76) [38]. Re-
garding the individual questions, similar results to the cat-
egories were found for Q2 and Q3, but not for Q1.

The reader will notice that we perform multiple tests for
most of our analyses. Given the nature of this large ex-
ploratory study, it is critical to test a broad set of pre-defined
hypotheses to narrow down the scope of studies that will fol-
low. We are aware of the dangers of data snooping [45] and
refrained from running additional analyses to discover ‘inter-
esting’ results. In all cases, we used a Bonferroni correction
to control the Type I error at the nominal level of 0.05 and
to avoid an excessive number of false positive findings [38].

4.2 Scenarios
One of the main goals of this study was to examine the re-

lationship between scenario response (i.e., likelihood of dis-
closure for a given scenario) and Westin categories. Each
participant responded to three randomly chosen scenarios
presented in a random order. The average sample size per
scenario was 128 (min:109 and max:164). No significant dif-
ferences were observed for any of the 20 scenario responses
between Westin categories. Results are summarized in Fig-
ure 3. The x-axis lists the 20 scenarios and the y-axis
shows scenario responses on a 5-point Likert scale, where
1 indicates ‘Not at all Likely’ to disclose and 5 indicates
‘Extremely Likely’ to disclose. Raw responses to scenarios
are shown as colored dots (jittered) with three colors corre-
sponding to the three Westin categories. Three solid colored
lines trace the means for each category across the 20 scenar-
ios. If Westin categories were significantly correlated with
scenario responses, we would expect substantial divergence
between the means lines. However, the data supports highly
overlapping and crossing means and provides little evidence
to the contrary. A formal analysis using one-way ANOVA
models to test for differences in means between the three
Westin categories for each scenario separately provides fur-
ther evidence for the lack of association. Several marginally
significant differences (Scenarios 3, 7, 11 and 13) disappear
after the Bonferroni correction.

Proportions of variance explained by the ANOVA mod-
els, R2’s, range from 0% to 7% with a mean of 2% and give
another indication of the insufficient ability of Westin cate-
gories to predict scenario responses. R2 is a measure of the
goodness of fit and is computed as a ratio of variance (in the
response) that is attributed to the Westin categories divided
by the total variance in the response.

Distributions of Westin categories within each response
category are shown in the right margin of Figure 3. These
are shown mainly for qualitative comparison to give the
reader a sense of how the sizes of the three Westin cate-
gories differ for different response classes after combining
all scenarios. If the Westin categories were predictive of
the response, we would expect participants who answered 5
(Extremely Likely to disclose) to lean towards the uncon-
cerned category, while those who answered 1 (Not at All
Likely to disclose) would be mostly fundamentalists. We
do not, however, observe substantial differences in terms of
the distribution of Westin categories between these groups
of participants.

The three Westin questions are framed in terms of con-
sumer privacy, so we were also interested in comparing the
predictive accuracy of the Westin categories for scenarios re-
lated to consumer privacy versus scenarios that did not have
a consumer aspect. Two of the authors coded our 20 scenar-
ios into three groups, with 100% agreement: three consumer-
related scenarios (1, 3 and 4), six marginally consumer-
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Figure 3: Only small differences (none significant with p-values shown at the bottom) were observed in the
scenario response between the three Westin categories. Individual colored dots represent jittered scenario
response with colored lines indicating the means for each segment. Scenario numbers at the bottom in
different colors indicate the inferred scenario type and show no apparent patterns. In the right margin, the
distribution of Westin clusters among each response category is shown with ± two standard deviations.

related scenarios (2, 5, 8, 12, 15 and 18), and 11 non-consumer
related scenarios. These three types of consumer-relevance
are shown in different colors in the labels for the x-axis of
Figure 3. No clear difference emerges in terms of how Westin
categories differ by consumer-relevance.

Just as the Westin categories are not predictive of the
scenario response, individual Westin questions also show no
significant associations (data not included for the sake of
brevity). For all 20 scenarios, the proportion of variance
explained by the three Westin questions ranges between 1%
and 8%. We also note that the Westin categories do not
appear to systematically predict any of the 15 scenario vari-
ables we collected. Only 6 of the 300 scenario-variable com-
binations (20 scenarios x 15 variables) had p-values < 0.001,

and just 4 were significant after the Bonferroni adjustment.

4.3 Outcomes
In order to understand how increasingly specific informa-

tion about situations affects responses, three randomly se-
lected outcomes for each scenario were presented to partic-
ipants. In total, 74 outcomes (3-5 per scenario) were con-
sidered and the average responses for each outcome for each
Westin category are shown in Figure 4. The outcome re-
sponse variable is the response to the question “How likely
would you be to [disclosure specifics varied by scenario],
knowing that this would be the only outcome?”

Clusters of three colored bars (one for each Westin cate-
gory) represent an outcome. Scenario 1, for example, had
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Figure 4: Westin categories by outcomes within each scenario are not significantly different for any of the
74 outcomes. P-values are shown at the top of each cluster of three bars, representing fundamentalists,
pragmatists and unconcerned with the same colors as before.

four outcomes, while Scenario 2 had five outcomes. Counts
in grey color under each combination of bars show the sam-
ple size of each outcome. If Westin’s categories were signifi-
cantly associated with outcome responses, we would observe
bars of different colors having significantly different heights,
but, as the figure shows, there is no systematic difference
across the various outcomes of each scenario. P-values from
a one-way ANOVA model [40] are shown at the top of each
outcome cluster and indicate how different the Westin cat-

egories are in their response. Most outcomes do not show
significant differences between the categories and none are
significant after the Bonferroni correction. Please keep in
mind again that with 74 tests, we would expect just under
four of them to be significant prior to the Bonferroni correc-
tion even without any true differences. Overall, our results
support the conclusion that Westin categories do not cap-
ture much of the variation present in the outcome response.
As with scenarios, no significant differences were found for
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the consumer-relevance of the outcome (p-value 0.5182).
Furthermore, individual Westin questions do not show sig-

nificant associations with the outcome responses either. The
total proportion of variance explained by the three individ-
ual Westin questions collectively ranges between 0.2% (Sce-
nario 16, Outcome d) and 15% (Scenario 5, Outcome d) with
a mean of 4.2%. Finally, although we do not present detailed
data due to page limits, we note that the Westin categories
also do not appear to predict any of the 5 outcome variables
we collected. Only 5 out of 370 outcome-variable pairs (20
scenarios x 15 variables) had p-values < 0.001 and none were
significant after the Bonferroni adjustment.

5. CAN THE WESTIN PRIVACY SEGMEN-
TATION BE IMPROVED?

In the previous section, we failed to show a connection be-
tween the Westin Privacy Segmentation Index and responses
to hypothetical scenarios and outcomes. In addition to the
explanations that have been previously raised, in this sec-
tion we explore three other possibilities. First, we explore
whether different segmentation rules might yield a segmenta-
tion that is more predictive of responses to our hypothetical
scenarios and outcomes. Second, we explore whether slightly
modified versions of the Westin questions (made more spe-
cific by providing names of actual companies) yield different
responses than the original questions. Third, we explore
whether any of the other variables we measured were more
predictive than the Westin Privacy Segmentation Index.

5.1 Data-Driven Segmentation
The Westin categories did not capture a significant amount

of variation for responses to either scenarios or outcomes.
However, it is possible that the three individual Westin ques-
tions capture more predictive information about individuals’
privacy concerns but the segmentation rules themselves are
not optimal and lead to an inferior separation ability.

To investigate this issue, we carried out a clustering of
the Westin data using the k-means clustering algorithm with
three clusters (other researchers have also used k-means clus-
tering to classify subjects according to their privacy atti-
tudes, e.g., [4, 41]). To visualize the relationship between
how participants answer Westin questions and which group
they are assigned to by the clustering algorithm, we present
Figure 5. The three Westin questions are shown both in
rows and columns. For example, the second panel in row 1
corresponds to Q2 in the x-axis and Q1 on the y-axis and
shows the joint distribution of responses to these two ques-
tions. We invert the responses to Q2 and Q3 so that higher
scores indicate more privacy concern. Each dot represents a
pairwise response from a single participant, colored accord-
ing to cluster. Responses are jittered to minimize overlap.

The three clusters found by the algorithm separate quite
well, with clear clusters in the bottom left (least concerned,
colored green), the middle (moderately concerned, colored
blue), and the top right (most concerned, colored red) of
each panel. The data-driven segmentation is somewhat dif-
ferent from the Westin one, and the distribution is different
as well (cluster sizes are shown below the figure). Table 3
shows what happened to the original Westin categories dur-
ing the new segmentation. The unconcerned group remains
intact in Cluster 3 and receives an additional 52 participants
from the pragmatist category. The pragmatist category loses

Q1: Loss of Control
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Q3: Laws Protect

Cluster 3: 0.165 Cluster 2: 0.474 Cluster 1: 0.361

Figure 5: k-means clustering of Westin data with re-
sponses to Q2 and Q3 inverted so that higher scores
on all questions indicate elevated concern. The x-
axis and y-axis show the 1-4 Likert scale. Clear
pairwise separation between clusters can be seen.
Cluster sizes are shown below the figure.

Table 3: Data-driven segmentation in columns ver-
sus Westin categories in rows. A large portion of the
difference is the split of the original fundamentalist
category into Clusters 1 and 2.

Cluster 1 Cluster 2 Cluster 3
Fundamentalist 329 146 0

Pragmatist 20 313 52
Unconcerned 0 0 108

an additional 20 participants to Cluster 1 (the new funda-
mentalist cluster). The largest difference between the two
segmentations is the split of the original Westin fundamen-
talist category into two groups, which reduces the size of the
new fundamentalist cluster significantly.

Because Westin prescribed specific segmentation rules, it
is interesting to see what rules can be learned from the new
segmentation. We use recursive partitioning [9] to that end
(Figure 6). Q3 is the most informative of the three questions
and is the first condition at the root of the tree. Thus, Q3
is the single variable that best splits the data into the two
most homogeneous groups by maximizing the sum of the
Gini index for the two nodes. The Gini index measures the
impurity of the node in the tree and is defined as

1 −
∑

p2i ,

where pi’s are proportions of each class (in our case, propor-
tions of each Westin category) in the node. After the initial
split on Q3, the split on Q1 is critical for determining the
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|Q3< 1.5

Q1>=2.5

Q1>=3.5
Q2< 2.5

Fundamentalist
247/5/3

Fundamentalist
90/11/0

Pragmatist    
0/64/0

Pragmatist    
12/370/21

Unconcerned   
0/9/136

Figure 6: Data-driven segmentation rules for the
three Westin questions. True conditions branch to
the left and false to the right. The rules differ sig-
nificantly from Westin’s, with Q3 being the most
important question to differentiate fundamentalists
from others.

unconcerned, while Q2 picks up the remaining differences
between fundamentalists and pragmatists. The learned rules
for the new segmentation are as follows:

1. Privacy Fundamentalist: ‘Strongly Disagree’ on Q3
OR (‘Strongly Agree’ on Q1 and ‘Strongly Disagree’
or ‘Somewhat Disagree’ on Q2);

2. Privacy Unconcerned: Q3 is not ‘Strongly Disagree’
AND (‘Strongly Disagree’ or ‘Somewhat Disagree’ on
Q1);

3. Privacy Pragmatist: All other participants.

Note that the learned rules do not perfectly reflect the
new segmentation. The counts at the bottom in the format
‘x/y/z’ show how many participants from each cluster (fun-
damentalist/pragmatist/unconcerned) were classified into a
particular category by that sequence of rules. For example,
5 pragmatists and 3 unconcerned answered ‘Strongly Agree’
on Q3 and are mistakenly attributed to the fundamentalist
cluster.

We investigated how well the new segmentation predicts
scenario and outcome responses. Results are practically
analogous to the Westin categories, with the clusters show-
ing little ability to differentiate participants’ self-reported
likelihood of disclosing. The clusters show the largest (yet
still modest) separation of responses for Scenario 8, and this
difference is statistically significant even after the Bonfer-
roni correction (p-value 0.002). Similarly, Outcome b for
Scenario 12 is also statistically significant after correction
(p-value 0.0006). Overall, performing data-driven segmen-
tation does not result in significantly better response pre-
diction for either scenarios or outcomes.

5.2 Brand Manipulations
We wanted to investigate whether making the Westin ques-

tions more specific had an effect. As described above, we ran
a GCS survey with 6000 participants in February 2014 to ex-
plore participants’ sensitivity to mentioning specific brands
(Amazon, PayPal, Safeway, Visa, and Walmart) rather than
more generic terms such as “companies” or “businesses”.

In fact, this small manipulation had a significant effect.
Participants were significantly less concerned about privacy
when considering a specific company. Table 4 shows dif-
ferences by brand when compared to the original Westin
questions. Brands are sorted by the largest difference in Q1.
Very significant and practical differences appear between the
five brands and the original general questions. Amazon, by
all accounts, received the best marks, where Walmart and
Visa yielded values closest to the original questions. Dif-
ferences in individual questions translate into differences in
Westin category frequencies. For the original Westin ques-
tions, we observed 37% fundamentalists, 58% pragmatists
and 5% unconcerned. The proportion of fundamentalists
was smaller for all brands (18% for Amazon and 34% for
Walmart), with the proportion of unconcerned growing in
all cases (to 25% for Amazon and 16% for Walmart). The
trustworthiness variable had the largest effect on the Westin
responses (results not shown), but did not explain away the
significant differences between the brands after including it
in the regression model (along with the other two measured
variables about purchasing behavior).

5.3 What predicts disclosure?
We also explored whether personality traits, demograph-

ics, situational characteristics, or other privacy scales pre-
dicted either scenario or outcome response more effectively
than the Westin Privacy Segmentation Index. To examine
these relationships, we implemented a mixed-effect model
using the lme4 R package [7]. Privacy attitudes, personality
traits, demographics, and situational variables (all fixed ef-
fects) were regressed onto the scenario response along with
two random effects (participant and scenario) to account for
natural grouping in the data. Results were, perhaps, less
encouraging than we hoped.

Analysis of the general privacy attitudinal scales (includ-
ing the Westin Privacy Segmentation) revealed only small
marginal effects that did not seem robust. However, four
situational variables, namely, likelihood of the situation oc-
curring, how advantageous the participant perceived the sit-
uation would be for them personally, how risky the situa-
tion was perceived to be, and how well the participant felt
they could foresee the consequences of disclosing had the
largest effects on the response. These effects and their cor-
responding 95% confidence intervals are 0.17 [0.124, 0.2],
0.15 [0.11, 0.195], -0.33 [-0.37, -0.29] and 0.06 [0.02, 0.1] on
a Likert scale, respectively. Among the personality char-
acteristics, only disclosure depth (effect size: 0.05 [0.002,
0.1]), disclosure amount (-0.074 [-0.13, -0.02]) and extraver-
sion (0.05 [0.02, 0.09]) were statistically significant from 0.
Here, effect size indicates by how much the response changes
when the corresponding trait or characteristic changes by
one unit. For example, considering the variable for the like-
lihood of the situation occurring, we would expect partici-
pants who answered ‘Very Likely’ to have, on average, 0.17
higher response scores than those who answered ‘Somewhat
Likely’ given that every other variable remains fixed. The
mixed model explains 59% of the response variance using the
pseudo-R2 measure developed as an analogue to the regu-
lar linear model. Of this 59%, 38% is attributable to fixed
effects (variables we measured), and 21% is attributable to
random effects (the participant and the scenario). No mul-
tiple testing correction was done here.

We performed the same analysis for the outcome response

11



Table 4: Differences in mean response for modified Westin questions by brand, as compared to mean response
for the original Westin questions. The ± symbol indicates two standard deviations. Adjusted for age and
gender.

Visa Walmart Safeway PayPal Amazon
Q1: Loss of Control −0.21 ± 0.081 −0.30 ± 0.080 −0.35 ± 0.081 −0.44 ± 0.080 −0.50 ± 0.080
Q2: Businesses Behave Well 0.12 ± 0.075 0.00 ± 0.075 0.07 ± 0.075 0.26 ± 0.075 0.33 ± 0.075
Q3: Laws Protect 0.20 ± 0.078 0.11 ± 0.078 0.18 ± 0.078 0.32 ± 0.078 0.40 ± 0.078

and obtained very similar results. The outcome mixed model
included five additional outcome-specific variables and also
the scenario-nested random outcome effect. This model ex-
plained about 61% of variance in the outcome response ac-
cording to the pseudo-R2 statistic. Of this 61%, 49% is at-
tributable to fixed effects (variables we measured), and 12%
is attributable to random effects (the participant and the
outcome). Again, how risky the situation was perceived to
be (effect: -0.1 [-0.13, -0.08]), how advantageous the partici-
pant perceived the situation would be for them (0.03 [0.003,
0.06]) and the likelihood of the situation occurring (0.05
[0.02, 0.08]) were significant scenario effects. All five out-
come variables were also significant: how advantageous the
participant perceived the situation would be for them per-
sonally (0.32 [0.29, 0.35]), how advantageous the participant
perceived the situation would be for their friends and family
(0.044 [0.01, 0.07]), how advantageous the participant per-
ceived the situation would be for members of society (0.03
[0.006, 0.05]), the likelihood of the outcome occurring (0.18
[0.16, .2]) and how similar an outcome the participant imag-
ined prior to viewing the outcomes (0.037 [0.02, 0.05]).

6. DISCUSSION
The Westin Privacy Segmentation Index is well-establish-

ed, easy to administer, and yields design-relevant categories.
However, consistent with but distinct from previous results,
we failed to demonstrate a correlation between the Westin
categories and either behavioral intentions or responses to
consequences. While our failure to establish a correlation
does not mean none exists, certainly the results are not en-
couraging. At this time, we can not recommend the use of
the Westin categories to predict behavioral intentions or re-
sponses to consequences. Further, it may be wise to proceed
with caution when deploying and interpreting results from
the Westin Privacy Segmentation Index for other purposes,
unless it has been established to be effective for them. Fu-
ture work might productively explore whether alternative
(e.g., [30, 10] or novel instruments (particularly those con-
sidering context [32]) have greater predictive power for both
behavioral intentions and consequences.

While the lack of predictive power of Westin’s categories
across the hypothetical scenarios we presented to our partic-
ipants is consistent with previous evidence of a gap between
attitudes and behavioral intentions, our results also suggest
a previously unreported dichotomy between attitudes and
consequences. This lack of predictive power relative to ac-
tual outcomes can be interpreted in at least two different
(and perhaps opposing) manners, suggesting the need for
further research. One interpretation suggests that individ-
uals reactions’ are based on context-sensitive cost-benefit
analyses (encompassing and mediated by complex factors
such as systemic biases in decision-making) that are not

captured by generic broad privacy attitudes. Another in-
terpretation suggests that the Westin categories may instead
capture some underlying, subjective, and deep-seated prefer-
ences for privacy that go beyond the so-called privacy calcu-
lus, and which may not be fully accounted for by the actual
pros and cons of protecting or revealing data. We intend to
investigate this further in future research.

A possible implication of these combined findings is that
privacy segmentations, or privacy “personas,” may inher-
ently face ceilings in terms of their ability to predict pri-
vacy choices across diverse real life privacy conditions: there
is an unavoidable trade-off between the clustering of pref-
erences that privacy segmentations attempt to construct,
and the specificity and heterogeneity of context-specific de-
cisions. At the same time, said segmentations and personas
may nevertheless help capture something deep and relevant
about people’s view of and preferences about privacy.

Finally, our scenarios and outcomes appear to be useful for
studying participants’ behavioral intentions and responses
to consequences. We hope that this instrument may be use-
ful to other researchers. For example, it might be used to
explore the predictive value of novel segmentations, or to in-
vestigate whether an attitude-consequence gap appears for
other instruments.

7. CONCLUSIONS
Previous research has established an attitude-behavior di-

chotomy, in which participants’ broad privacy attitudes as
measured by instruments such as the Westin Privacy Seg-
mentation Index are seemingly at odds with their actual or
intended privacy-related behaviors. However the relation-
ship between attitudes as measured by the Westin Privacy
Segmentation Index and specific consequences has not pre-
viously been explored in the literature. We conducted a
survey to explore the relationship between the Westin Pri-
vacy Segmentation Index and participants’ responses to a
wide range of hypothetical scenarios and outcomes. We did
not find evidence that either the individual questions or the
derived categories of the Westin Privacy Segmentation In-
dex are predictive of either participants’ behavioral intent or
their reaction to specific consequences, suggestive of both an
attitude-behavior dichotomy and an attitude-consequence
dichotomy. Future research might productively explore the
inherent limitations of instruments for measuring broad pri-
vacy attitudes, while at the same time considering whether
these attitudes capture underlying preferences that are not
fully accounted for by contextual or practical considerations.
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APPENDIX
A. SCENARIOS AND OUTCOMES

1. A marketing company offers you $1000 and free genetic
testing in exchange for the rights to all your current
and future medical records. They will have the right
to resell or publish your data (anonymously or with
information that could identify you, at their discretion)

(a) Your medical data is combined with that of many
others. It is used to find a new cure for a previously
deadly disease. Neither you nor anyone in your
family has this disease.

(b) Your data is published with information that iden-
tifies you. You lose a job due to your genetic in-
formation, which falsely suggests you may later de-
velop a serious medical condition.

(c) Your data is used to calculate the probability of
certain diseases developing within your family. As
a result, some of your relatives (but not you) see an
increase of several hundred dollars a year in their
health insurance premiums.

(d) Your test results reveal that you have a serious but
treatable disease of which you were previously un-
aware. You receive treatment just in time to make
a full recovery.

2. You join an insurance plan which offers you the option
of putting all of your health data in a unified healthcare
database. All doctors, hospital staff, and emergency
personnel will have access to these records without your
needing to give any further permission

(a) You avoid unnecessary duplicate vaccinations be-
cause your current doctor can see that you already
received them.

(b) You no longer have to fill out forms to transfer your
medical records from one doctor to another.

(c) Medical researchers combine your data with that
of many other patients. The researchers notice ge-
ographic patterns and identify the outbreak of an
epidemic much earlier than they would have oth-
erwise. The outbreak, which is located far away
from you or anyone you know personally, is con-
tained before it spreads widely.

(d) Marketers get access to the unified healthcare database
and start sending advertising to patients being treated
for addiction.

(e) Your child’s doctor looks up your health data and
sees that you have been treated for depression. She
alerts social services that they should look into
whether or not you are caring well enough for your
child.

3. Your friend tells you about a company that will give
you free, customized investment advice. You go to the
website, and to sign up you must provide detailed infor-
mation about your income, credit history, investments,
and investment goals.

(a) You follow the investment advice and make a huge
amount of money. You can quit your current job,
retire, and travel the world.

(b) The company sends you advice that is not helpful
at all. They later use your information to com-
mit credit card fraud in your name. They also at-
tempt unsuccessfully to access funds in your bank
accounts.

(c) The company sends you advice that is not helpful
at all, and sells your information to several banks.
The banks use the information to predict the high-
est interest rates you personally are likely to pay,
and send you targeted credit card and loan offers at
precisely these rates. You accept one of the offers
and end up paying higher interest than you would
have otherwise.

(d) The company sends you advice that is not helpful
at all, and sells your information to several banks.

14



Based on the information you have provided about
your investment goals, the banks conclude you are
a poor credit risk and deny you a loan.

4. Your favorite retail store offers you a free loyalty card.
You will save an estimated 10% on all store purchases
you make when you present the card. To obtain the
card, you are required to fill out a form with your name,
address, and phone number, which may then be asso-
ciated with a list of your purchases.

(a) The retail store sells your data to your health in-
surance company. Your health insurance company
analyzes your purchases, and concludes you have
a sedentary lifestyle and an unhealthy diet. They
raise your insurance rates.

(b) You start receiving coupons from the retail store
for products you frequently purchase. You end up
saving 20% on your store purchases during the year.

(c) Based on your purchasing patterns, the retail store
builds a profile of you and sells it to national mar-
keting companies. You receive tailored offers to
which you are susceptible, and end up making some
purchasing decisions you would not make normally
and that you ultimately regret.

(d) Your nosy neighbor works at the store. Against the
company’s rules, they look up the record of all your
purchases. They learn that you bought some books
about which you are slightly embarrassed. They
tease you about the books, although they don’t tell
anyone else.

5. Your friends are all using a social networking applica-
tion that lets them publicly share their location online,
along with their first names. For example, whenever
they arrive at a coffee shop or a bar, they can post that
they are currently visiting that place. Your friends ask
you to start using the application too, so you can coor-
dinate social activities more easily.

(a) You post that you are at your neighborhood coffee
shop. Unbeknownst to you, a good friend is visiting
from out of town. Your friend notices your post and
stops by the coffee shop to say hi. You have a great
time catching up.

(b) You start receiving email coupons from the places
you’ve visited, as well as shops near those places.

(c) The editor at your city’s newspaper notices that
you go to a lot of performances by cool but obscure
bands. They invite you to start writing music re-
views for the paper, and you eventually become a
minor celebrity.

(d) A con artist looks up all the locations you have
posted. They use the information to strike up a
friendship with you, and they ask you for money
for an investment opportunity. You invest sev-
eral thousand dollars, and then you find out the
investment opportunity was fraudulent. You feel
betrayed and you never get your money back.

6. Your state starts offering a special GPS tag that you
can attach to your car. If you have the tag, you can
use a special fast lane whenever you go through a toll
plaza, and your fare will automatically be charged to
your account. Also, state and local agencies will be able

to see everywhere you drive so they can manage traffic
more effectively.

(a) Traffic engineers study the GPS data from many
users, and greatly improve traffic flow, public tran-
sit, and parking in your area.

(b) Your city uses the GPS data to provide real-time
traffic information, which saves you approximately
15 minutes of commute time per day.

(c) The GPS technology reveals that you are speeding
and you get a traffic ticket.

(d) By using the fast lane at the toll plaza, you save ap-
proximately 5 minutes of commute time each day.

(e) The database with drivers’ full names and complete
history of locations is hacked and made public. In-
formation about a place you visit for personal rea-
sons is revealed.

7. Your state starts offering a miniature digital monitoring
device that can be implanted under a person’s skin.
The device monitors medical data such as heart activity
and body temperature, and it also has GPS tracking to
determine your location. The data can be accessed by
government agencies and medical personnel in order to
assist you or others, but it is not in a publicly available
database.

(a) You have an unexpected allergic reaction that re-
quires immediate medical attention. The device
detects the problem and alerts emergency medical
personnel. They reach you in just a few minutes,
and you make a full recovery.

(b) You get lost while hiking in a remote area, but
because you have the device, you are quickly found
by rescue personnel and suffer no ill-effects.

(c) The government compares GPS data from the de-
vices with locations of crimes, in order to iden-
tify suspects. Based on your GPS data, you are
wrongly accused of a violent crime and brought in
for questioning, although you are quickly released.

8. You discover a free application for your cellphone that
collects information about your activity and makes sug-
gestions for improving your health. It automatically
collects data on your exercise routes, speed, and dura-
tion; it lets you take pictures of food you are eating;
it lets you track your sleep habits; and it occasionally
asks you how you feel. It analyzes, graphs, and maps
the data. It posts the data publicly online, without
your name.

(a) The application points out that you are more ac-
tive and you feel better when you go to bed before
11pm. You change your habits to go to bed earlier
every night. Because of this change, you reach your
target weight, you are more productive at work,
and you feel happier.

(b) The application combines your data with that of
many others in an anonymous way, and reveals
that people feel worse when they go for a walk
in your neighborhood. Scientists investigate and
conclude that your neighborhood has high levels of
pollutants from a local factory. The factory is shut
down.

(c) Someone at your workplace browses the publicly
available data for people who live in the area. They
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figure out which data is yours, and comment on the
fact that you go for a walk every day in the park
near their house.

(d) The application starts showing you targeted ads for
businesses you pass on your daily walk.

9. Your city government proposes to install an extensive
network of surveillance cameras and use face recogni-
tion technology to identify and track people as they
move around the city.

(a) The police quickly identify and capture a robber in
your neighborhood.

(b) The police arrest you for being in the proximity of
a riot in which you did not participate.

(c) You are turned away at the entrance to a sporting
event because your face is very similar to that of
someone who is banned from the stadium.

(d) Election officials use the face recognition system to
identify people who try to vote more than once.
Because they eliminate this voter fraud, the candi-
date you are supporting for a local election wins.

10. The police department in your city proposes to pur-
chase and deploy a fleet of small, low-flying unmanned
aircraft that will fly around the city collecting audio
and visual data. They explain that they can use this
data for purposes such as monitoring city infrastructure
or detecting unlawful activity, and they do not plan to
make it publicly available.

(a) The police department uses audio data to detect
gunshots in a crime-ridden neighborhood, in which
neither you nor anyone you know personally live.
Because they are notified quickly when and where
gunshots occur, the police are able to catch crimi-
nals and provide medical care to victims more ef-
ficiently. The crime in the neighborhood decreases
quickly and numerous lives are saved.

(b) During a bad storm, the video helps emergency
personnel pinpoint key areas that are flooding. Be-
cause of this, they are able to build barricades that
successfully protect people and property through-
out the city that would otherwise have been injured
or damaged.

(c) The police use audio and video to monitor crowds
during a large political protest. They are able to
see where large numbers of people are building up
and predict where riots are about to break out.
They deploy additional security forces to these ar-
eas, thereby successfully quelling potential riots be-
fore they occur. No one is injured or arrested.

(d) The police department computers are hacked. The
hackers post all audio and video publicly online,
including a recording of a very unpleasant fight
you had with your significant other. Many of your
friends and family see the recording and you feel
embarrassed.

11. The political party you support wants to collect infor-
mation about how individuals feel about various issues
and candidates, in order to campaign more effectively.
They create a website and ask their supporters, includ-
ing you, to enter the names of people you know along
with any information you have about their political
leanings. For example, the website suggests that you

enter the political orientation of your neighbors based
on campaign signs you see displayed in their yards, and
that you enter relevant information you glean from per-
sonal discussions with people you know.

(a) The candidate you support wins the presidential
election, in part because helpful volunteers such as
yourself enter information about their friends and
neighbors.

(b) Your neighbor finds out you entered information
about them. They are angry and cancel plans to
have you over for dinner.

(c) The political party sells the information to mar-
keting companies. These companies use the infor-
mation for targeted advertising, such as marketing
guns to gun supporters and marketing liberal mag-
azines to those who support gay rights.

12. A national newspaper starts publishing an online map
that shows all political donations made by individuals.
Anyone can search the map by name or address to see
which causes an individual donated to, and how much.
Many people start using it to look up donations made
by people they know. You want to donate money to
your favorite political candidate, but many of the peo-
ple you know aren’t aware that you support him.

(a) Many of your friends see that you donated money,
and they are inspired to donate to the candidate
you support as well. The candidate you support
wins the election, in part because of supporters like
yourself and your friends.

(b) Your boss finds out about your political leanings,
and you are passed over for a promotion. You are
pretty sure it is because your boss is unsympathetic
to your beliefs, but you can’t prove it.

(c) Your next door neighbors find out about your po-
litical leanings. You hadn’t realized it, but they
strongly support the opposing party and they had
assumed you did as well. Now every time you see
them, they try to change your mind about how you
are going to vote. They are polite but extremely
annoying.

13. The government is considering passing a law to moni-
tor all domestic email communications for security pur-
poses.

(a) The government identifies and averts a major ter-
rorist attack.

(b) The current administration analyzes many individ-
uals’ email to determine their political leanings.
They use the information to redraw district bound-
aries and change hours at the polls, in order to give
their political party an advantage in the next elec-
tion.

(c) Based on your email communications, you are wrongly
accused and convicted of a crime you did not com-
mit.

14. You cheated on your significant other, and you feel the
need to talk to someone about it. You go out with your
best friend, and sit in the corner of the bar. You believe
no one can hear you. You consider whether or not to
speak.
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(a) Someone overhears you. Your significant other comes
to know that you cheated on him/her, and breaks
up with you.

(b) Your best friend reveals your secret to one of their
friends that you are not very close to. However,
your significant other never comes to know your
secret.

(c) You feel better after discussing your secret with
your friend. You recommit yourself to your rela-
tionship with your significant other.

15. You hear about a fun new game that you can play on
your cell phone, and you think you would enjoy it. You
learn that in order to play the game, you must enter
the full names and email addresses of twenty of your
friends.

(a) The gaming company sends email invitations to
your friends to play the game with you. Several
of them say yes. You enjoy playing the game occa-
sionally, especially with your friends.

(b) The gaming company sells your friends’ names and
email addresses to a marketing company. Your
friends start receiving annoying spam that appears
as though it is from you.

(c) The game is a front for a scam. The gaming com-
pany sends email to your friends that looks like it is
from you. The email says you are travelling inter-
nationally and are in trouble, and asks your friends
to wire you money. Several of your friends fall for
the scam and lose a total of several hundred dollars.

16. You move into a new home. One evening you overhear
a loud fight at your next door neighbors’ house. It
sounds as though it might escalate into violence. You
consider making an anonymous phone call to the police
to report it.

(a) The police arrive promptly. You later learn that
their presence probably prevented a violent episode,
and the aggressor has now moved out of the house.

(b) The police arrive, but they don’t find evidence of a
problem and they leave. The loud fighting does not
resume. However, one of your neighbors guesses
you were the one who phoned and the next day
they seek you out and tell you they are angry with
you. You feel intimidated and you are worried they
may retaliate against you in the future.

(c) The police arrive promptly. You later learn that
the loud fight was actually the television and there
was no problem. Your neighbor laughs it off.

(d) The police arrive promptly. You later learn that
the loud fight was actually just a discussion about
a football game that was on television. The po-
lice give your neighbors a ticket for disturbing the
peace, and your neighbors have to pay a large fine.

17. You’re at a party, and your friend makes a video record-
ing of you doing a funny dance. They ask your permis-
sion to post it on a social networking site, saying they
will only share it with mutual friends. You’re sure it
will make your friends laugh.

(a) Someone you’ve just started dating sees the video.
They decide you are too silly for them and stop
returning your calls.

(b) Your friends think it is awesome and compliment
you on your moves.

(c) The person who posts the video gets the sharing
settings wrong and anyone can see it. It goes vi-
ral and eventually appears in the mainstream me-
dia. You become a minor celebrity, known for being
silly.

(d) One of your friends reshares it with a few people.
An old friend from high school finds you because
you’re in the video. They get in touch with you
and you’re glad to hear from them.

(e) One of your friends reshares the video. It goes viral
and is seen by a prospective employer. You don’t
get the job you were hoping for, because they think
you are too silly to do well at the job.

18. You are planning a family vacation. Your friend re-
cently had a great experience using a house swap web-
site, and they recommend you try it. You go to the
website and find a beautiful house in a terrific location
in the city that you most want to visit. The owners
have good reviews on the website from other people
who have swapped houses with them in the past, and
they are willing to swap houses with you for free at a
time that is convenient for you.

(a) The house you visit is wonderful, and you have a
great vacation. The family you swap with leaves
your house in perfect condition.

(b) The house you visit is wonderful, and you have a
great vacation. However, when you return home
you can tell the other family riffled through all your
things. Nothing seems to be missing, but you feel
uncomfortable.

(c) The house you visit is messy and unpleasant, and
you have a mediocre vacation. When you return
home, you learn that the other family had a big
party at your house and the police were called to
break it up. The carpet is stained and several mi-
nor items are broken or damaged. You are unable
to recoup the costs from the other family.

19. Your city is creating a time capsule that will be opened
in 100 years. A photographer goes around town taking
photos for the time capsule, and they take a photo of
you and your significant other in a passionate embrace.
They ask your permission to include the photo in the
time capsule.

(a) The photo is included in a brochure describing the
time capsule. The brochure is mailed to everyone
currently living in your city. Your friends tease you
and you are mildly embarrassed.

(b) No one sees the photo during your lifetime. When
it is viewed in 100 years, it becomes an iconic im-
age of romance in your time period, and you are
immortalized.

(c) No one sees the photo during your lifetime. When
it is viewed in 100 years, public displays of affection
are frowned upon, and your behavior is considered
scandalous.

20. You are searching for a job. You find an advertisement
for a job that sounds perfect for you, and you start to
complete the application online. When you’re almost
done, the form asks you to provide your social network
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login and password so the human resources department
can look at your private posts with friends and family.
The form explains this will help the human resources
department evaluate your fit with the company’s cul-
ture.

(a) You are invited to interview, and you get the job.
It is indeed a perfect fit for you. You make more
money than you ever imagined, and you enjoy your
work tremendously.

(b) You are invited to interview, and you get the job.
However, you quickly discover the company en-
gages in numerous unethical and illegal practices,
and you resign before you get too embroiled in their
wrongdoing.

(c) You do not get the job. However, one of the em-
ployees in the human resources department finds a
private and moderately embarrassing photo of you,
and posts it publicly on an Internet site that fea-
tures such photos.

B. BRAND SURVEY QUESTIONS
In one condition, participants saw the original Westin Pri-

vacy Segmentation Index questions for the first three ques-
tions. In the other five conditions, participants saw the mod-
ified versions as specified below for the first three questions
(modifications from the original questions are shown in bold
font). Participants in all conditions saw the final three ques-
tions.

Consumers have lost all control over how personal informa-
tion is collected and used by [Amazon, Paypal, Safeway,
Visa, Walmart].

• Strongly Disagree

• Somewhat Disagree

• Somewhat Agree

• Strongly Agree

[Amazon, Paypal, Safeway, Visa, Walmart] handles
the personal information it collects about consumers in a
proper and confidential way.

• Strongly Disagree

• Somewhat Disagree

• Somewhat Agree

• Strongly Agree

Existing laws and organizational practices provide a reason-
able level of protection for [Amazon, Paypal, Safeway,
Visa, Walmart] consumers’ privacy today.

• Strongly Disagree

• Somewhat Disagree

• Somewhat Agree

• Strongly Agree

How many times have you made a purchase [from Amazon,
with Paypal, from Safeway, with Visa, from Walmart, on-
line] within the past 12 months?

• Never

• 1 time

• 2 - 5 times

• 6 - 10 times

• More than 10 times

How likely is it that you will make a purchase [from Ama-
zon, with Paypal, from Safeway, with Visa, from Walmart,
online] within the next 12 months?

• Not at all Likely

• Slightly Likely

• Moderately Likely

• Very Likely

• Extremely Likely

How trustworthy [is/are] [Amazon, Paypal, Safeway, Visa,
Walmart, online vendors]?

• Not at all Trustworthy

• Slightly Trustworthy

• Moderately Trustworthy

• Very Trustworthy

• Extremely Trustworthy
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