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Preface 

The World Wide Web has provided access to a diverse range of information sources and 
systems. People engaging with this rich network of information may need to interact with 
different technologies, interfaces, and information providers in the course of a single search 
task. These systems may offer different interaction affordances and require users to adapt 
their information-seeking strategies. Not only is this challenging for users, but it also presents 
challenges for the designers of interactive systems, who need to make their own system useful 
and usable to broad user groups.  The popularity of Web browsing and Web search engines 
has given rise to distinct forms of information-seeking behaviour, and new interaction styles, 
but we do not yet fully understand these or their implications for the development of new 
systems.  

Web information seeking and interaction (i.e., the interaction of users with Web-based 
content and applications during information-seeking activities) is a topic that unites many 
strands of academic and commercial research, from studies of information-seeking behaviour 
to the design and construction of large-scale interactive systems. Designing components to 
support this interaction (and evaluating these components) is particularly challenging given 
the scale of the Web, the diversity of the user population, the diversity in tasks being 
undertaken, and the dynamic nature of the information.  

This workshop is intended to act as a focal point for researchers and practitioners whose work 
is related to web information seeking and interaction, to enable them to share experiences and 
collaborate. 

The papers selected for this workshop are a mixture of research, discussion and position 
papers. We have deliberately selected a broad range of papers for this workshop to reflect the 
diverse research areas that contribute to the discipline of Web Information Seeking and 
Interaction.  

We would like to thank our panellists for providing a stimulating start to our workshop and 
the programme committee for generously providing comments and guidance to the submitting 
authors. 
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ABSTRACT
In this paper we present a client-side approach towards per-
sonalization of web search which adapts the means of per-
sonalization to the user need in place. We differentiate three
different search goals: re-finding known information, finding
out about topics of user interest, and satisfying an ad-hoc
information need. Our approach carefully balances these
search modes, which is endorsed by preliminary results of a
small-scale user study.

1. INTRODUCTION
An often stated problem in state-of-the-art web search is

its lack of user adaptation, as all users are presented with the
same search results for a given query string. A user submit-
ting an ambiguous query such as ”java” with a strong inter-
est in traveling might appreciate finding pages related to the
Indonesian island Java. However, if the same user searched
for programming tutorials a few minutes ago, the situation
would be completely different, and call for programming-
related results. Furthermore suppose our sample user searches
for ”java hashmap”. Again imposing her interest into trav-
eling might this time have the contrary effect and even harm
the result quality. Thus the effectiveness of a personalization
of web search shows high variance in performance depend-
ing on the query, the user and the search context. This
coincides with the findings in [4] from a large-scale study
on MSN query logs. To this end, carefully choosing the
right personalization strategy in a context-sensitive manner
is critical for an improvement of search results. In this paper,
we present a general framework that dynamically adapts the
query-result ranking to the different information needs in or-
der to improve the search experience for the individual user.
We distinguish three different search goals, namely whether
the user re-searches known information, delves deeper into
a topic she is generally interested in, or satisfies an ad-hoc
information need. We take a relevance feedback approach
in the spirit of Rocchio [11]; however, we vary what con-
stitutes the examples of relevant and irrelevant information
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according to the user’s search mode. This strategy yields an
adaptive personalization that exploits context, yet avoids
pitfalls of earlier approaches.

The remainder of the paper is structured as follows. Sec-
tion 2 reviews related work, Section 3 introduces our per-
sonalization approach, and preliminary experimental results
are shown in Section 4.

2. RELATED WORK
There are a number of attempts on personalizing Web

search. Due to space limitations we give a high-level catego-
rization of what has been done along with some exemplary
references which are, however, not meant to be exhaustive.
One way of personalizing search is by means of implicit user
relevance feedback. Approaches along these lines include
[17, 13] which inspired the work presented in this paper.
They achieve personalization by a client-side re-ranking of
Web search results based on the previous user search and
browse behavior. However, each one tackles a single facet
of personalization, either biasing search results to general
user-interests [17] or respecting the current search session’s
context [13], while we unify both aspects and dynamically
switch between these two search modes. Our approach to-
wards handling the current session context builds upon ideas
in [13], and extends them to the whole user clickstream dur-
ing a search session.

Another path of addressing personalization is by the cat-
egorization of both user interests and search results and a
biasing of search results according to some similarity mea-
sure on these categories. Approaches along these lines in-
clude [9, 3, 18]. Personal biases inside the state-of-the-art
link analysis algorithms such as PageRank [2] and HITS [8]
provide a further means to shift search results according to
user interests. E.g., [6] has been the first to propose biasing
the random jumps inside the PageRank algorithm towards
pages of user interests. In [10] this idea is further extended
by automatically learning topic preferences from the user
search behavior. Some personalization techniques not only
consider a single user, but also take the actions of a sur-
rounding group of users into account, e.g., [14] follows a
collaborative filtering approach.

3. OUR PERSONALIZATION APPROACH
We aim at a holistic approach towards search personaliza-

tion that supports and balances the different search goals a
user might pursue. To this end, we differentiate three major
search modes as follows.
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Re-finding known information. As motivated in [16],
returning to information once successfully found is an im-
portant user need. Despite the existence of bookmarking
tools that would allow the user to achieve this goal in a
direct manner, users quite often prefer to re-search for in-
formation by re-submitting a previously issued query [16].

Finding out about topics of user interest. By consid-
ering the long-term search and browse history of a user, the
main topics of user interest emerge. Whenever a user query
is ambiguous or broad in nature, superposing the learnt user
interests might serve the user search experience. However,
as already found in [15] the benefit of such a approach might
differ for recurring as compared to fresh queries which mo-
tivates a differentiated usage of long-term user information.

Serving an ad-hoc information need. Yet even though
a user might have strong focus on several topics of interest,
she still might switch interests or develop some short-term
information needs outside the scope of her interests.

Before we dig into the details of the approaches to each
of these personalization facets in Section 3.3, our system
architecture, the general framework and underlying retrieval
model are introduced.

3.1 Personalized search architecture
As especially the browsing activities beyond search are

outside the reach of a search engine, client-side solutions are
favorable. Moreover, as all user data is kept locally, user
privacy is not violated. We therefore set up a client-side
search personalization with the use of a proxy which is run-
ning locally. It intercepts all HTTP traffic, extracts queries,
query chains, i.e., subsequently posed queries, result sets,
clicked result pages, as well as the whole clickstream of sub-
sequently visited web pages, and stores this information to
a local database file which we refer to as the local index in
the following. Accordingly, searches with Google (the same
approach can be easily applied to any other search engine
as well) are intercepted and search results are re-ranked ac-
cording to personal preferences. We preferred a proxy over
implementing a plugin for browser-independence. Moreover,
the proxy is broader applicable as it may bundle several
users and thus achieve biasing of search towards community
interests, and at the same time when run locally serve as
a pure personalization tool. The proxy we are using relies
on the UsaProxy implementation [1] that enhances all html
files passed through by some Javascript code that sends log-
ging information on events such as the load of page, mouse
movements, etc back to the proxy.

For the following discussion we define our notion of a
search session which is based on heuristics about the user’s
timing as well as the relatedness of subsequent users’ ac-
tions. User actions are (1) queries, (2) result clicks, and (3)
other page visits. All successive actions are considered to be
within the same search session as long as they are no more
than 15 minutes apart from each other or their similarity
exceeds a certain predefined threshold. When computing
the similarity of subsequent actions, a query is represented
by the centroid of the top-50 result snippets.

3.2 Retrieval model
The standard vector space model [12] serves as our re-

trieval model which represents both queries and documents
as a vector of features ~X = (x1, x2, . . . ...., xn) , where n is
the number of unique terms in the corpus and xi is the score
of feature i. Terms are weighted according to tf-idf [12]. To
overcome the lack of web-corpus statistics that is usually
prominent in client-side approaches to personalization, we
approximate the global document frequency (df ) statistics
needed from the documents viewed and queries submitted
during the search session. That is, not only each page vis-
ited or result viewed will contribute to the statistics, but
also each query string, as well as each result item (snippet
and title), is considered as a document in the corpus. That
way it is not only ensured that each term present in a result
item has a non-zero document frequency (as the term might
not be present in the local index yet), but also session-biased
df statistics are created. These are better suited for measur-
ing the discriminative power of terms in the session context
than index-wide statistics would be. Similarly, the features
and the document lengths of query results are derived from
their snippets and titles, as retrieving their full text would
be too time-consuming.

To facilitate personalization of search results we utilize the
relevance feedback framework introduced by Rocchio [11].
Thus, we associate with each query a query vector which
is initially constructed from the query terms. This query is
later augmented with terms that best differentiate relevant
documents from non relevant ones. That is,

~q1 = α~q0 +
β

n1

n1
∑

i=1

~Ri −

γ

n2

n2
∑

i=1

~Si

where ~q0 is the original query vector, ~q1 is the refined
query vector, ~Ri is the ith relevant document vector, ~Si is
the ith non-relevant document vector, n1 is the number of
relevant documents in the corpus, and n2 is the number of
non-relevant documents in the corpus. The parameters α,
β, and γ control the influence of relevant, and non-relevant
documents on the refined query vector.

Once we have made the choice of using this relevance feed-
back model to improve the query representation, the prob-
lem dwells down to infering relevant and non-relevant doc-
uments with respect to the user need currently in place.

Result re-ranking.Our search agent retrieves more results
than the typical user is likely to view (50 results). When-
ever a user action allows to update the query representation,
unseen results are re-ranked. E.g., this is the case when the
user submits a query or when she presses the ”Next” link to
view more results. Yet we refrain from re-ranking when the
user returns to a seen result list using the ”Back” button, as
we perceived this more as irritating than as advantageous.

Merging of personalized and original results.In order
to incorporate the query-independent web page importance,
personalized result ranks and original web ranks (as an ap-
proximation for the real page rank) are aggregated to form
the final result ranking. Inspired by rank aggregation meth-
ods for the web presented in [5], we use Borda’s method
to combine the two result rankings. Thereby each result
item is assigned a score corresponding to the number of re-
sults ranked below it. Then the total score of a result is a
weighted sum of its scores with respect to each ranking, such
that the combination weight w serves as a personalization
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control parameter. In our search agent, we provide the user
with a sliding bar, with which she may control the value of
w, thus enabling the user to cancel the personalization at
any point of time.

3.3 Personalization Strategy
In the following we present for each search mode in de-

tail how it affects the ranking of search results. The decision
which search goal a user pursues, and thus which kind of per-
sonalization method applies, is currently based on heuristics.
However, we plan to study more sophisticated adaptation
factors next.

Re-finding known information. Whenever the first query
in a session, has occurred in some previous session, we as-
sume the user wants to re-find some information already
searched before. We apply three strategies to satisfy this
user need. First, we consult the local index for a suggestion
how to re-write the query sent to the underlying search en-
gine (in our case Google). This is the only case in which
our search agent changes the query sent to Google. We thus
implement a more conservative query expansion mode than
[13]. Furthermore we give the user full control over this fea-
ture so that she may choose to cancel the automatic query
rewriting at any time. Considering how the user modified
her query in the previous session, gives valuable hints on
an improved query formulation. We choose the last query
in the previous query chain as the user most likely stopped
refining her query when she was satisfied with the results.
To ensure the robustness of our method, we additionally re-
quire the reformulated query to share at least one term with
the original one.

Second, the query representation is updated interpreting
all previously clicked result pages as relevant documents,
whereas intentionally non-clicked documents ranked above
clicked ones are treated as irrelevant to the query. However,
non-clicked results that are ranked higher than a clicked
one could be interpreted in two different ways: either the
user has examined the result title and snippet and was not
satisfied with the result, or the user has already seen or
knows the result from a previous interaction. Thus in case
the local index contains the result, we assume it is known to
the user, and do not consider it as an irrelevant document,
but ignore it during query refinement.

Third, documents visited in the previous session starting
from result pages are returned as additional clickstream re-
sults associated with the result item from which they have
been reached. We believe this to be useful in cases where
the result page is a directory or a summary page with many
links to more specific documents.

Finding out about topics of user interest. Whenever
there were no interactions recorded for a recurring query
or the first query in the session did not occur before, what
the user is generally interested in, might be a good guess of
her current interest. Thus, we perform personalized pseudo-
relevance feedback by assuming that the top-10 documents
retrieved from the user’s local index are relevant. The terms
used to construct the query vector are selected from the
titles or summaries of the top-10 documents.

In addition, the returned result set is extended by the top-
10 documents from the local index. By doing so, we enable
the user to search her own history of viewed Web pages.

Serving an ad-hoc information need. For every query
except the first in a session, we refrain to the context pro-
vided by the current search session for personalization. The
query representation is updated whenever a result click, a
page visit or a query refinement occurs. (1) In case of a
result click, the user profile of the query to which the re-
sult belongs is updated to include terms that best differenti-
ate the clicked and intentionally non-clicked results. For all
other similar queries within the session, the query vectors
are updated to incorporate terms from the clicked result.
(2) In case a page visit has occurred, the query vectors of all
queries that are similar to the visited page are updated to
incorporate terms from the visited page. (3) Finally, in case
the user has refined her query, the new query is augmented
with terms from previous similar queries within the current
session. Again, for computing query similarities queries are
represented by the result sets’ centroids. Updating the rep-
resentation of earlier queries in the current session is typi-
cally useful in cases where the user returns back to a query
and investigates its unseen results, or in the face of parallel
query submissions through tabbed browsing.

4. EVALUATION RESULTS

4.1 Experimental Setup
In order to evaluate the effectiveness of our proposed ap-

proach, we asked 9 volunteers to evaluate 10 self-chosen
queries. Before the evaluation took place, the participants
used our proxy on their local machines to log their browsing
activities for a period of 2 weeks. For each participant, 5 of
the evaluated queries were about topics the participant had
been inquiring during the logging period and were used to
assess the effectiveness of our personalization approach in
case of re-finding known information, and finding out about
topics of user interest. For each query, the participant was
presented with the top-50 Google results, respectively addi-
tional top-50 results for the re-written query, placed in ran-
dom order in order to avoid result’s position bias. Then the
participant was asked to mark each result as highly relevant,
relevant or completely irrelevant. The rest of the evaluated
queries were used to assess the quality of result re-ranking
based on the search session context. Thereby participants
performed a normal search with our personalization in place.
After finishing their search, they were asked to evaluate the
top-50 Google results of the last posed query in that session.

To measure the ranking quality, we use the Discounted
Cumulative gain (DCG) [7], which is a measure that takes
into consideration the rank of relevant documents and al-
lows the incorporation of different relevance levels. DCG is
defined as follows

DCG(i) =

{

G(1) if i = 1
DCG(i − 1) + G(i)/log(i) otherwise

where i is the rank of the result within the result set, and
G(i) is the relevance level of the result. We used G(i) = 2
for highly relevant documents, G(i) = 1 for relevant ones,
and G(i) = 0 for non-relevant ones.

4.2 Experimental Results
As shown in Table 1, automatical re-writing of recur-

ring queries clearly improves search result quality. E.g., the
query ”eccentricity” is reformulated as ”eccentricity graph
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Result Set NDCG Standard deviation
Original Google 0.469 0.178
Automatically re-written 0.803 0.128

Table 1: Average NDCG for recurring queries.

”eccentricity”
Google’s NDCG: 0.138

”eccentricity graph theory”
Personalized NDCG: 0.932

Eccentricity - Wikipedia, . . .
Glossary of graph theory -
Wikipedia, . . .

Orbital eccentricity -
Wikipedia, . . .

Glossary of graph theory - In-
formation from Answers.com

Eccentricity - from Wolfram
MathWorld

Graph Clustering for Very
Large Topic Maps

Eccentricity ONLINE Graph Theory - from Wol-
fram MathWorld

Scropio
LINK: a combinatorics and
graph theory work bench . . .

Table 2: Top-5 results (query re-writing).

theory” by our system resulting in a more than 6 times bet-
ter NDCG (see Table 2 for the top-5 results).

Ranking Method NDCG Standard deviation
Original Google 0.806 0.182
Local-index PRF 0.794 0.182
Local-index PRF(w = 0.5) 0.824 0.182
Textual Similarity 0.681 0.203

Table 3: Average NDCG for pseudo-relevance feed-
back from the local index.

Table 3 gives NDCG values for pseudo-relevance feedback
(PRF) based on the local index. The pure personalized re-
sults slightly overdue personalization, however, when com-
bined with the original web ranks choosing w = 0.5, the
original Google results are outperformed. As an additional
competitor we consider the performance of re-ranking the
top-50 Google results based on pure textual similarity to
the original query, which is consistently outperformed by
the personalized results. Results for the sample query ”vil-
nius, lithuania” are presented in Table 4. We see the top-5
results from the user’s local index being all about hotels in
Vilnius, thus biasing the personalized results more towards
travel guides, hotels and outings in Vilnius.

When investigating the effectiveness of the session context
for personalization, we find slight but consistent improve-
ments over the original Google results (see Table 5). Again,
combining personalized results and original web ranks fur-
ther improves the ranking. The ranking quality obtained by
re-ranking the results based on the local index indicates the
need for our approach of different personalization strategies
based on the information need.
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ABSTRACT
Lawyers, like many user groups, regularly use Google to find 
information for their work.   We present results of a series of 
interviews with academic and practicing lawyers, where they 
discuss in what situations they use various electronic resources 
and why.   We find lawyers use Google due to a variety of factors, 
many of which are related to the need to find information quickly.  
Lawyers also talk about Google with a certain affection not 
demonstrated when discussing other resources.   Although we can 
design legal resources to emulate Google or design them based on 
factors perceived to make Google successful, we suggest this is 
unlikely to better support legal information-seeking.  Instead, we 
suggest the importance of taking a number of inter-related
tradeoffs, related to the factors identified in our study, into 
account when designing electronic legal resources to help ensure 
they are useful, usable and used.

Categories and Subject Descriptors
H.1.2 [Human Factors]: Human information processing.

General Terms
Human Factors

Keywords
Information-seeking, Google, law, legal, digital libraries, 
Grounded Theory, user studies.

1. INTRODUCTION AND RELATED 
WORK
Google is arguably one of the greatest Internet success stories 
of our era.  In a study by Aula et al.  [1] of 236 experienced 
web users, Google was used as a primary search engine by 
95.3% of them.  Indeed, in 2006 the word ‘Google’ became a 
verb in the Oxford English Dictionary.  In this short paper, we 
examine what we can learn from Google’s success when 
designing electronic legal resources.  We discuss, by referring 

to a series of interviews with lawyers and law librarians, the 
perceived factors that make Google successful.  We suggest 
that rather than design electronic legal resources to be ‘more 
like Google,’ we should learn from users’ affectionate 
comments about Google and design systems with an 
awareness of the factors perceived to make Google useful, 
along with an awareness of the associated design trade-offs.  

Most related to our work is a study by Fast and Campbell [2], 
who observed and compared Librarianship and Information 
Science students searching the Web using Google and 
searching a web-based library catalogue (OPAC).  As well as 
video and audio recordings, they collected retrospective verbal 
reports from the students and asked them questions about their 
perceptions of Google and OPACs.  They presented their 
results in the form of five paired categories: organisation and 
clutter, trust and evaluation, expectations and confidence, time 
and effort and freedom and control.

The study revealed two paradoxes.  Firstly participants praised 
the way OPACs were organised, but preferred to use the Web 
even though they noted it to be disorganized.  Secondly, they 
displayed trust for documents in the library catalogue, but 
remained confident that they could evaluate the 
trustworthiness of documents on the web, even though they 
noted these documents could sometimes be untrustworthy.  
Fast and Campbell suggest the students’ preference for Google 
might be due to the confidence that systems like it, which have 
a low skills threshold, provide, along with design and interface 
factors.  Arguably part of the preference for Google may also 
be because, unlike library catalogues, it provides access to 
many of the documents it indexes.  

Our study also examines perceptions of Google, but using 
lawyers as opposed to Librarianship and Information Science 
students.  As with other busy professionals, legal information-
seeking is often characterised by heavy time pressure.  For 
lawyers, this means pressure to gain a complete, correct and 
current picture of aspects of the law, often in a limited amount 
of time.  Legal information-seeking has caused interest in the 
fields of Information Behaviour Research and HCI research 
alike, with a number of recent user-centred studies such as [3] 
and [4].
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2. DATA COLLECTION AND ANALYSIS
Our study involved a series of semi-structured interviews with 
twenty-eight academic lawyers, five law librarians and fifteen 
practicing lawyers.  Most of the academic lawyers were based 
at a large London university, whilst two were from a nearby 
vocational law college.  Academic lawyers included taught 
students from first year LLB (Batchelor of Law) 
undergraduates to LLM (Masters of Law) level and also 
included research students and staff, lecturers and a Professor 
of Law.  The law librarians worked for libraries that belonged 
to or were affiliated with the two academic institutions.  The 
practicing lawyers worked in the Dispute Resolution 
department of the London branch of a multinational law firm 
and ranged from Trainee to Associate level.

During the interviews, the lawyers were asked questions 
related to their background and the extent to which they 
perform electronic information-seeking as part of their work.  
They were also asked what electronic resources they regularly 
use, in what situations they use them and why they use them.  
These interview questions formed part of a broader Contextual 
Inquiry into academic and practicing lawyers’ information-
seeking behaviour.  The academic strand of the study is 
discussed in [5].  During the study, as well as using Google
and Google Scholar, lawyers chose to use a variety of 
dedicated electronic legal resources, including resources 
produced by LexisNexis Butterworths and Westlaw, two major 
publishers of electronic legal resources.

The interviews were transcribed and analysed according to the 
open and axial coding stages of Strauss and Corbin’s 
Grounded Theory [6] and excerpts from the transcripts are 
presented below.  In the excerpts, academic lawyers are 
denoted by an ‘A,’ law librarians by an ‘L’ and practicing 
lawyers by a ‘P.’ ‘[…]’ denotes omitted text.

3. FINDINGS
We found that lawyers select electronic resources, including 
the Google search engine, due to a variety of factors, which 
include the perceived quality of results, degree of flexibility 
and control offered, simplicity and approachability, 
familiarity and speed/time-saving benefits.  These factors are 
highly subjective and inter-related.   We argue that many of 
these factors are linked to the important need for lawyers to 
find information quickly, which many academic and practicing 
lawyers pointed out was extremely important when working 
on client advice, preparing for court or preparing lectures.

Most lawyers were aware that Google provides legal 
information that is more general than that provided by 
dedicated legal resources and therefore should be used for
different search purposes.  However, bearing in mind these 
different purposes of use, Google is perceived by lawyers to 
provide quality results or as one undergraduate student 
phrases it, it ‘tends to pull up exactly what I need.’ This is not 
the case with other electronic legal resources.  Related to the 
quality of results, some lawyers commented on the wide 
document coverage provided by Google.  Lawyers were aware 

of the need to be cautious with the regard to the authority of 
documents and recognised that Google was useful for, as one 
vocational student phrased it, ‘gaining a layman’s perspective’ 
on legal issues as opposed to a legal perspective.

Another pair of factors identified was that of the degree of 
flexibility and control that lawyers perceive Google to offer 
(related to Fast and Campbell’s ‘freedom and control’ 
category).  These factors are illustrated by the Lecturer and 
student below respectively.  Not only does Lecturer A6 
highlight tolerance of ‘vague’ search terms in Google, but also 
speaks of getting ‘the result quicker’ (referring to obtaining a
particular case), relating Google’s search input flexibility to 
potential time savings:

“The difference is probably that in the British and Irish Legal 
Information Institute and in Westlaw, the search engines need 
a greater degree of precision.  You know, full case names, 
citations, something like that.  […] With Google I find that a 
vague approximation of the relevant terms actually gets the 
result quicker.” - A6 (Lecturer)

“With Google, you just define everything.  You’re in control 
with Google.  Well that’s what you think anyway, and I like 
that.  […] You can define everything, you can choose 
everything.” – A11 (Undergraduate student)

Another factor that influences Google’s use is its perceived 
simplicity and approachability, as explained by the 
undergraduate student and law librarian below:

“I used to hate computers.  So Google is something simple 
and looks approachable to me.  […] Google made me like 
computers!” – A11 (Undergraduate student)

“I think law students are the same as all other students, are 
the same as all other people that are not involved in the 
information profession.  They just think Google is a gift from 
heaven and it’s fabulous.  R: What exactly is it about 
Google? Ease.  Ease of use.  Solely and specifically ease of 
use.  One box, search terms in, voomph!  Twenty seconds 
later, results back.” – L1 (Law Librarian)

Again, Law Librarian L1 illustrates the link between the 
simplicity and approachability of a resource and speed/time 
savings.  In addition, the above factors can all contribute to 
lawyers’ repeated use of Google which, in turn, can lead to 
familiarity with the system (and speed and time savings when 
using Google over other resources):

“I don’t think I know how to look into the online legal journal 
databases very well, but I know how to use Google very well 
because I do it all the time when I use the Internet.” – A8 
(Undergraduate)

Indeed, speed/time savings are important factors in their own 
right for explaining Google’s popularity, particularly amongst 
lawyers who have indicated that legal work is often 
particularly time-sensitive:

“Sometimes I’ve had a very pressured time just to get an 
answer to something.  Google.  It’s brilliant! The other 
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search tools, you really have to have marshalled your thought 
process a bit more, I think.  And while they’re more effective, 
if you’ve got limited time, I’m a great believer in Google - I 
think it’s great!” – P5 (Associate)

Like the Associate above, many lawyers spoke about Google 
using affectionate terms such as ‘it’s brilliant.’  One student 
claimed he was ‘very grateful for Google.’  This affection for 
Google also extended to practicing lawyers.  Indeed, members 
of all groups of lawyers in our study spoke of Google in a 
positive light (and none spoke of it in a negative light).  In 
addition, although the lawyers in our study displayed varied 
search sophistication (in general taught students were less 
sophisticated than other groups of lawyers at information-
seeking), the factors we have highlighted were identified by 
lawyers across the board, not just by those in certain groups.

4. IMPLICATIONS FOR DESIGN
When referring to dedicated electronic legal resources, lawyers 
were just as negative as they were positive.  Many lawyers, 
particularly taught students, spoke of frustration concerning 
knowing where in the system to go in order to find a particular 
type of legal document.  Lawyers also mentioned (or 
demonstrated in the Contextual Inquiry part of the study) that 
they sometimes found it difficult to know where within a 
document or meta-data a search that is restricted to a particular 
segmented field might match their search terms to in order to 
bring back the results.  

Figure 1 illustrates a mock-up of part of a (fictitious) 
electronic legal resource that allows users to search for legal 
case reports.  These reports can be searched in the traditional 
way by entering search terms (perhaps connected by Boolean 
syntax) or by entering text into a number of segmented fields 
(such as a ‘case name’ field which might search for the text 
entered in the field in the title of the case or a ‘judges’ field 
which might search for cases that have been heard by a 
particular judge or judges).

     

Although we can design legal resources to be ‘more like 
Google’ by reducing complicated system features such as the 
segmented search fields above and by providing a simple open 
search field, we suggest this is unlikely to be useful for 
supporting legal information-seeking.  This view is supported 
by this law librarian, who explains that the kind of ‘woolly’ 
searching that Google provides may not yield suitable results 
if implemented in an electronic legal resource:

“I think there are advantages in making systems more 
Google-friendly or Google-like but not to give in to that whole 
system and assume that that kind of woolly type of searching 
is going to produce the results that you really want.” – L3 
(Law Librarian)

It is also tempting to design legal resources based on the 
factors that we have highlighted that make Google successful.  
However, this approach (along with the approach of designing 
to emulate Google is potentially risky.  This is because both of 
these approaches do not take the information being sought
(and therefore the information-seeking tasks that the electronic 
resource should be designed to facilitate) into account.  For 
example greater control, as provided through the segmented
field searches in figure 1, may be preferable to lawyers when 
looking for a particular case or citation of a case, but not when 
trying to gain an overview of a legal area by examining various 
cases that have dealt with a particular legal subject.

Rather than prescribing how to design ‘optimum’ electronic 
legal resources based directly on the Google search engine or 
around the factors which are perceived to make Google 
successful, we suggest the need to make considered design 
decisions by making careful tradeoffs between the factors we 
have discussed.  These tradeoffs must be made based on the 
context in which the resource will be used.  For example, 
providing a single open search field (as opposed to several 
segmented fields) to allow users to search highly organised 
repositories of legal cases is unlikely to produce quality results
in situations where lawyers have particular details about the 
legal material being sought and simply want to find it.

However, introducing too many segmented search fields to 
facilitate more powerful searching might improve the quality 
of results, but impact negatively on the simplicity and 
approachability of an electronic legal resource, making it 
more difficult to increase familiarity with the resource.  It 
might, however, impact positively on the degree of control 
offered and, if it improves the quality of results, might also 
provide speed/time-saving benefits.  

It is important to highlight, however, that the process of 
considering these tradeoffs is likely to differ for each 
electronic resource being designed.  Therefore we do not 
believe that it is useful to design a resource based on factors 
perceived to make Google or any other resource successful.  
Instead, we suggest the importance of taking a number of 
inter-related tradeoffs, related to the factors identified in our 
study, into account when designing electronic legal resources.  
We also suggest that the balance of these tradeoffs that is 
likely to make an electronic legal resource successful will be Figure 1. Mock-up of segmented search fields commonly 

used in electronic legal resources to facilitate searching 
for legal cases.
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highly dependent on the types of information that the resource 
is designed to facilitate searching.  We argue that only by 
considering the balance of these tradeoffs for each electronic 
resource that we design can we help ensure that our resources
will be useful, usable and used.

We suggest that future research in this area might focus on 
examining a particular electronic resource or resources in light of 
the tradeoffs that we have discussed with the aim of suggesting 
ways of improving the design.  For example, it may be possible to 
prototype a new electronic legal resource and ask lawyers to 
explore using the prototype and discuss their experience making 
reference to the factors and associated tradeoffs that we have 
identified.
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ABSTRACT 
Motivated by the cumbersome process of extracting information 
from webpages as rendered on mobile device web browsers, this 
paper focuses on describing an alternative and promising 
approach to facilitating the process for users. We present early 
work-in-progress on a system that attempts to extract information 
sections of a webpage and presents the extracted sections first, 
with the remaining page following. Early trials of a rudimentary 
prototype show promising results and we discuss further work to 
be carried out for the improvement of the system. 

Categories and Subject Descriptors 
H.3.3 [Information Systems]: Information Search and Retrieval 
– Information Filtering, Retrieval Models 

H.5.2 [Information Systems]: Information Interfaces and 
Presentation - User Interfaces 

H.5.4 [Information Systems]: Hypertext/Hypermedia - 
Navigation 

General Terms 
Algorithms, Design, Experimentation, Human Factors 

Keywords 
Mobile Information Access 

1. INTRODUCTION 
Browsing the web on mobile devices is well known as a 
problematic process, mostly from a usability point of view. 
Because of the general layout of normal web pages, which are 
designed for viewing on desktop computers, the inevitable 
vertical and horizontal scrolling required to access information 
contained therein, when using a mobile device browser, poses a 
serious impediment to the process of mobile information access. 
Due to the nature of mobile devices and their mode of use, which 
is drastically different to that of desktop computers, it is clear that 
alternative approaches are required to rendering webpage 
information on mobile device screens. The following section 
critically discusses work already undertaken in the field in a brief 
manner. The description of related work is non-exhaustive but 
indicative of the state of the art in this area. A description of our 
own approach is discussed thereafter, followed by 

recommendations on future work that we are planning on our 
early prototype. 

2. RELATED WORK 
We mentioned earlier the difference in the mode of use of mobile 
devices, compared to desktop computers. Typical usage patterns 
for mobile devices show that these are used for very short 
(“burst”) periods of time during the day, when the user requires 
immediate access to some information or function of the device, 
followed by large periods of inactivity. The “always-on-standby” 
model for managing power on mobile devices such as PDAs or 
smartphones is a good example of functionality derived from the 
requirement arising from these usage patterns. Fujmoto [1] uses 
the term “nagara mobilism” (nagara = “while doing something 
else”) to explain that this pattern of usage is central to the 
behaviour and adoption of devices by young users. This mode of 
use highlights the need for quick access to information that is 
relevant to the user’s tasks, something that is currently not well 
supported in mobile web browsing. 

To solve the problem of webpage rendering on mobile devices, 
two approach categories can be identified within existing 
literature and commercial systems: Client-based and Server-based 
processing of HTML documents. The first approach delegates the 
task of processing and rendering HTML documents in a more 
appropriate form to the mobile device itself. Documents are 
processed after having been downloaded in a variety of methods, 
most often in an attempt to eradicate horizontal scrolling, which 
imposes the largest interaction cost and impediment to mobile 
information access. Yin et al [2] devised the method of taking a 
normal webpage and rearranging the HTML in a way that 
eliminates horizontal scrolling. Their system examines the 
semantic relationships between HTML elements and sections to 
intelligently decide the order in which they will be “stacked” on 
top of each other. Other papers have also incorporated this 
method into their projects such as Liu et al[3], Dontcheva et al [4] 
etc. SmartView [5] divides the webpage into logical sections 
which can then be viewed independently of the rest of the 
document, although this requires explicit user instruction. This 
system benefits the users of PDAs whose touch-sensitive screens 
are easy to navigate, but usability problems would probably arise 
during use on a mobile device where the only navigation 
mechanism is the joypad. The Access NetFront browser [6] is a 
browser which implements this style of display with no horizontal 
scrolling, using a technology called SmartFit. SmartFit uses a 
process of restructuring the node arrangement so that there are no 
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nodes side by side. This is used to position nodes with a single 
breadth, one on top of the other. Another option for this browser 
is a process named JustFit, which allows for the page to be 
“squeezed” so that layout is very narrow, but all the sections are 
viewable without horizontal scrolling. As the nodes are squeezed, 
they appear long and narrow and are generally hard to read. Other 
commercial browsers like Opera [7] and Thunderhawk [8] address 
the same problem by “stacking” and providing a zoomable 
overview of sections respectively. A combination of both 
technologies is appearing in Microsoft’s latest DeepFish browser 
[9]. 

With mobile device processing power increasing, the requirement 
on resources for client-side adaptation is not as taxing. Another 
advantage of client-side adaptation is that the client knows its 
own properties, thus being able to guide the adaptation process 
more effectively than a server-side system which has to rely on 
standardized profiles. A client-side adaptation system can also 
more easily forward decision-making to the user when the right 
decision is not obvious. For example, it can ask the user whether 
he wants a shortened, high-usability or a full, low-usability 
version of the content. This information brings to light the fact 
that device properties may have an influence on the behavior of 
the adaptation system. 

On the other hand, server-side adaptation, where HTML 
documents are processed by a proxy before being served to the 
device, has not been studied to the same extent. The process 
occurs entirely on the server end, which means that the server has 
to estimate the characteristics of each mobile device in order to 
give an accurate transformation of web content. Of course this is 
not always possible so the content is adapted for a stereotypical 
mobile device. An advantage of server-side adaptation however, 
is that (especially with the removal of irrelevant content) the 
amount of data that a device would have to download and store 
would be slightly less, thus reducing download times and system 
overhead. Finally, server-side conversions may result in wasted 
(expensive) bandwidth if the adaptation is not desirable or 
restructures a page in such as manner that it is rendered 
unreadable by the user. Thusfar, server-side adaptation is 
provided by a very small number of proxies. Google have their 
own technology for adapting pages for mobile devices by 
segmenting and presenting a single page as multiple pages. Their 
system will also attempt to take the user to the “section” sub page 
which is most likely to contain text relevant to the query. A 
server-side webpage conversion service is offered by 
Skweezer.net [10] using the Ask.com web search engine. 

All the approaches mentioned above try to address the problem of 
rendering standard web sites on small screen devices. While the 
approaches are more or less successful, they contribute little to the 
problem of facilitating access to relevant pieces of information. In 
eradicating the problem of horizontal scrolling, they aggravate the 
amount of vertical scrolling that is required to navigate the page. 
The Google approach seems to be the only one trying to 
intelligently aid the user, however, because of its default 
behaviour that strips each page of all non-textual elements and the 
non-existent control that the user has over the process, it has been 
heavily criticized with some users and content developers treating 
it as a form of “censorship”. 

3. METHODOLOGY 
Our system is based on the simple assumption that when looking 
for relevant information on a webpage, a user will most likely 
prefer to have immediate access to those sections of the webpage 
that are likely to contain the information required. We therefore 
hypothesized that if, through query analysis, we could display 
those sections before the entire webpage, users would be able to 
obtain the information required much more quickly and thus 
reduce the need for horizontal scrolling. 

Work by Kamvar and Baluja [11] on searches conducted using 
Google through mobile devices highlights the type of query most 
likely to be sent as predominantly belonging to one of the 
following categories:  Local services, Travel & Recreation, 
Technology and Entertainment. The existence of “technology” 
searches can probably be attributed to the early adopters of 
mobile web technology being generally interested in technology. 
However the other categories, especially local services, hint 
towards the type and, importantly, size of information required: 
Addresses, types of business, short reviews or directions. Such 
information is typically collated with several unwanted elements 
(e.g. websites will list all Italian restaurants in a particular city). It 
is clear that users require “snippets” of information that would 
allow them to carry out a very specific task, not the entirety of the 
website information.  

Based on these observations and our assumption as stated above, 
we began building a prototype system that operates on the 
principles of 

a) Identifying the logical sections of the webpage that 
contain information relevant to the query, as input by 
the user; 

b) Reconstructing the webpage presented to the user in 
such a manner that these sections are presented first, 
stacked on top of each other, followed by the remaining 
web-page which is otherwise not manipulated. 

To accomplish the above, our system uses currently a naïve 
approach that assumes logical sections on a webpage correspond 
to physical sections marked by <div>, <td> and <p> HTML tags. 
The sections are again very naively weighted for relevance to the 
original query by determining the Term Frequency of each query 
keyword in those relevant sections. We limited the system to 
display only the top 5 sections in terms of their calculated weight, 
in an attempt to limit the (potentially) lengthy additions to the top 
of the resulting viewable document. 

Futhermore, each section text is “wrapped” around some custom 
HTML to ensure that it is clearly presented as an extract of the 
original website and not part of its original structure. For this 
purpose the extracted sections are presented as part of a table with 
double border and gray background. 

It is important to note here that we chose not to strip other HTML 
elements from the sections marked by our designated tags. For 
example, text following a <p> tag, which can contain other tags, 
such as images, formatting or link tags, is kept “as-is”. The reason 
for that is that we do not want to extract from the context of the 
retrieved content (for example, an image might be part of the 
required information of a link might be of benefit to the user for 
following more information). Sample screenshots of our system 
can be seen in Figure 1 below. 
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Figure 1. The left screenshot shows the query interface (up to 
3 keywords are allowed). On the right, the original page with 

sections added on top (gray boxes) 

We proceeded in carrying out preliminary tests of this 
rudimentary prototype, although it is clear that it is quite far from 
being perfect. We will discuss our planned improvements in the 
following sections; for now we will focus on the findings of our 
initial investigation, which aimed to assess the users’ perceptions 
of the utility of such a system and whether it would be possible, 
even with a naïve approach, to obtain results that might be 
encouraging towards further development.  

4. INITIAL EXPERIMENTATION 
We asked 4 subjects to try out our early prototype by asking them 
to find out certain pieces of information by browsing the mobile 
web. Three of the subjects were computing students, with one 
being a computing novice. One of the volunteers owns a PDA and 
has used it to browse the web, and another volunteer uses PDAs 
quite frequently (although they don’t own one). 

4.1 Search Comparison Test 
The first test to be carried out was in order to assess the ease of 
information retrieval from the prototype. The test setup involved 
an initial browse of a web page on a desktop computer to pick a 
random piece of information. The testing participant was then told 
to find this piece of information using three keywords relating to 
the information, and to signal once found. We asked for 3 
keyword queries to replicate the fact that the average query length 
for the top 5 search categories, as described in [11]. Timing 
started from when the user clicked on the Google search results 
link for the particular page. When the piece of text had been 
found, the timer was stopped and recorded. This process was 
achieved using Pocket Internet Explorer with Google.com, and 
then using the prototype browser. Each participant repeated the 
task three times with different items of text from different web 
pages to search. The following figure (figure 2) shows the average 
access time, which appears to be roughly 10% less when using 
our prototype. 
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Figure 2. Performance of prototype vs. PocketIE 

We repeated the experiment instructing the users to formulate 2 
queries this time (again from [11] this figure is the average query 
length for all categories), using the same procedure and similar 
tasks. In this instance we found the performance to be comparable 
with PocketIE being marginally (~0.3 sec) better than our 
prototype.  

Finally we asked the users to complete a post-experiment 
questionnaire, in which we asked them to rate their perceptions of 
the system on a scale of 10 (a larger score is more positive). 
Overall the prototype received average feedback on the look of 
the reconstructed page (5.4/10) and an average perceived 
effectiveness score of 5.0/10. While these results are perhaps not 
exactly splendid, we must consider them as a sign of indifference 
to the effect of the overall presentation of the viewed document, 
which in itself, is a positive finding as the users don’t seem to 
mind the addition of extra elements on the document. The 
perceived effectiveness score is also rather average, but again we 
consider this to be an encouraging result given the naivety of the 
adopted approach for this early prototype.  

Another section of the post-experiment questionnaire allowed 
subjects to leave general comments of their opinion of the 
prototype. This was probably the most encouraging section with 
all users commenting positively on the intuitiveness of the 
browser and its speed of use. Three users also commented 
positively on the simplicity of the design. Finally two users 
commented on the effectiveness of the section extraction methods 
as an area they would want to see improved. 

5. FUTURE WORK 
When testing the prototype we anticipated that the initial reaction 
to it would not have been enthusiastic, given the simplicity of our 
approach. However, based on the test subject comments, we were 
encouraged by the fact that it was immediately obvious to them 
that our approach would be a helpful aid in browsing the mobile 
web, if it could be perfected further. The users readily identified 
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the problem of horizontal scrolling and the lack of speed in 
finding information on the mobile web. Furthermore, we were 
encouraged by the findings that seem to indicate that our system, 
even in its simplest form, is not only non-disruptive to the users, 
but can also outperform the standard browser for a large 
proportion of mobile devices. 

Although our initial early trial is based on a small sample and 
cannot be presented as conclusive in any manner, based on its 
findings, we are ready to conduct much further work on the 
prototype. It is essential for us to improve the performance of the 
section identification algorithm, something that we anticipate to 
be a great challenge. Further from overcoming the problem of 
parsing loosely structured HTML documents that do not 
necessarily conform to development standards, the identification 
of what constitutes a “logical” section within a document will be a 
hard challenge. Context cues such as colours, blank space 
dividers, fonts or images, allow the human brain to immediately 
identify and separate content into logical sections such as the 
webpage designers meant it to be seen. While difficult, this 
process is not impossible as past research shows and semantic 
analysis in conjunction with DOM analysis of the webpage, 
filtered through layout heuristics, could greatly help. 

More importantly, it is important for us to employ intelligent 
selection mechanisms for choosing the sections that will be 
displayed on top of the page. TF/IDF instead of simple TF is an 
obvious candidate for improvement, however we feel that we 
should be looking at a combination of various weighting 
heuristics to obtain a more accurate results. More specifically, a 
Bayesian probability model could possibly increase the selection 
process accuracy while maintaining the number of sections 
displayed at a minimum. Further to this, it would be extremely 
interesting to apply a Markov chain model trained on implicit 
relevance feedback indicators and user behaviour modeling, to try 
and accurately assess the order that sections should be presented 
to the user. 

Having mentioned user behaviour modeling, we should also 
mention here our intention to augment the system by exploiting 
user models built and trained over time to perform tasks such as 
query disambiguation and expansion. We have previously 
explored such methods with good success in the past [12] and we 
feel that they would be highly appropriate here, given the low 
probability of long queries sent through a mobile browser. The 
process of query expansion and disambiguation can help locate 
sections in a given document that would have otherwise been 
given a low weighting if, for example, synonyms or closely 
related terms omitted from the query can be found in a text 
section. 

Once a more advanced prototype has been completed, we would 
be interested in comparing its performance with a variety of 
existing systems and with a range of different algorithmic 
functionality options to determine conclusively what method 
works best. 

6. CONCLUSIONS 
 In [5], the authors describe how a “section extraction” system 
could work in conjunction with a search engine by marking each 
section with a number of small boxes to indicate its potential 
relevance to a query. This might work quite well for a PDA but 
considering the navigation mechanisms of a typical phone 
(joypad), we believe that this will not necessarily result in any 
significant improvement as the interaction cost of navigating to 
the relevant section will probably remain just as high. 

We are confident that our idea of intelligently “stacking” 
extracted sections can aid users to navigate the mobile web, thus 
helping towards the solution to a usability problem that has 
hindered the use of data services on mobile devices so far.  
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ABSTRACT
We describe the evaluation of a set of web search queries thatwere
issued to the MSN search service in May 2006. We compare two
mechanisms for filtering the query stream so as to remove queries
from automated sources, and contrast various attributes ofthe re-
spective output streams. Our findings show that the previousim-
plementation of query-based filtering may have removed large seg-
ments of queries from within sessions, consequently impacting on
query-to-query analysis. Conversely, session-based filtering pro-
vides more realistic output, but with the risk of additionalmachine-
generated queries being included in the analysis. We have also dis-
covered some inconsistencies involving persistent URL rankings
within the query log which may affect future research utilizing this
dataset.

Categories and Subject Descriptors
H.3.3 [Information Search and Retrieval]: Query formulation,
search process.

General Terms
Measurement, performance, experimentation.

Keywords
Query log analysis, web search.

1. INTRODUCTION
The statistical analysis of data collected by large-scale search

engines has served as a basis for many activities in Information Re-
trieval. By providing insight into various aspects of user behavior in
a non-intrusive manner, query log analysis [Silverstein etal., 1999,
Spink et al., 2001] allows researchers to form models of useractiv-
ity, which can then be used to drive enhancements of the retrieval
system and thereby improve search quality. However, in order to
accurately represent underlying “human” user behavior, itis impor-
tant that the initial source of data (the query log) should belargely
free of activity from automated sources. Performing the necessary
filtering can sometimes prove difficult, as publicly-available query
logs tend to have been quite extensively pre-processed to remove
all information that might allow individual users to be identified.

In this paper we build on our previous analysis of a MSNSearch
“query and clickthrough” resource [Zhang and Moffat, 2006]. This
query log contains approximately fifteen million queries, sessions

Copyright is held by the authors.
SIGIR Workshop on Web Information-Seeking and Interaction,
July 27, 2007, Amsterdam, The Netherlands.
.

and clickthroughs from users in the United States captured during
May 2006. Following previously published work, we propose a
variation on the filtering method used to remove non-human search
interactions, and provide a comparison of key output statistics across
the two alternative filtering regimes. We also report on someid-
iosyncrasies (or possible inconsistencies) in the data set– problems
that may impact on the analysis undertaken by others making use
of the same resource.

2. LOG FILTERING METHODS
As was noted in our previous work [Zhang and Moffat, 2006],

the MSNSearch dataset contains search requests made tohttp:

//search.msn.com by US users, with each request being times-
tamped and anonymized to remove any personally identifyingin-
formation. The requests were grouped into sessions before being
made available (presumably using an IP address based segmen-
tation metric), and were distributed with sets of associated click-
throughs. The logs do not represent all traffic to the MSNSearch
engine during that month, and were made available simply as arep-
resentative sample extracted by the Microsoft engineers that pre-
pared the dataset.

During our initial analysis of the query set, we found that a large
number of queries were within sessions that we suspected hadbeen
generated by automated processes. We thus elected to removeall
queries with zero associated clickthroughs, taking post-query ac-
tivity as being evidence that the query had originated with ahuman
user. By removing the possibly-automated queries, the log analysis
would, we believed, be more informative of human-search interac-
tions.

However, thisquery-based filteringheuristic had the negative
impact of removing all legitimate queries where the user chose not
click on any results, whether because the results presentedwere
unsatisfactory, because the query was satisfied purely by the on-
screen snippet information, or because of some other effect. In
particular, the “no click, so remove the query” filtering mechanism
removed queries that were embedded in search interaction sessions
in which there was in fact evidence of user clickthrough via other
queries. These removals disrupted the sequential representation of
user interactions in our session-based analysis, and put usat risk of
drawing erroneous conclusions.

To explore the extent of this risk, we replicated the affected ex-
periments by working at a higher level, and filtering out all inter-
action sessionsfor which there were no clickthroughs. That is,
queries that did not have an associated clickthrough of their own,
but were within a session where another query did have a click-
through, were retained in the log instead of being discarded. Al-
though this method has the potential to return more false positives
in relation to machine generated material, it might be a better com-
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Attribute Original log Query filtered Session filtered
Number of queries 14,923,285 8,831,275 12,231,093
Number of unique queries 7,095,622 3,875,436 5,589,822
Number of terms 35,824,851 20,641,810 29,774,415
Number of unique terms 2,605,699 1,151,998 1,785,229
Number of sessions 7,470,913 5,684,599 5,684,599

Average query length (terms) 2.401 2.337 2.434
Average session length (queries) 1.997 1.554 2.152

Table 1: Attributes of the MSNSearch query log, in original form, andwith two different filtering regimes applied.
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Figure 1: Time interval between queries in multi-query sessions for query-based filtering (left) and session-based filtering (right). Query-
based filtering removes many requests which are submitted inquick succession, conversely retained in session-based filtering. These requests
are likely to originate from automated sources, although users are capable of issuing them manually by utilizing suggested query terms from
the search engine.
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Figure 2: Trigram resemblance between queries in multi-query sessions for query-based filtering (left) and session-based filtering (right).
There is an overall increase across all resemblance values in session-based filtering, with significant gains where trigram resemblance is
greater than 60%. This change shows that query-based filtering had removed a large portion of queries with overlapping terms from within
sessions, causing disruptions to query continuity.

promise in allowing us to model user interaction more accurately.
We report our findings for thissession-based filteringapproach as
follows.

3. QUERY VERSUS SESSION FILTERING
Table 1 shows the effects of the two different filtering methods

on the dataset. Note that the number of sessions is the same using
the two filtering methods, since a session is only removed in ei-
ther approach if all queries belonging to that session have no click-
throughs. General volumes for session-based filtering moved to an
approximate midpoint between the original query log and query-
based filtering, with some differences in the number of queries/terms.
This is attributable to the growth in repeated entries as theresul-

tant dataset is enlarged. From the session length statistics, we can
see that the number of queries within a session drops significantly
in query-based filtering due to more queries being removed. On
the other hand, because session-based filtering removes thesame
number of sessions but retains the continuity of queries within the
retained sessions, the resultant sessions are much longer.Average
query length remains fairly unaltered in the different filtering ap-
proaches.

Figure 1 shows the time difference in seconds between consecu-
tive queries for multi-query sessions. Comparing the two graphs, it
is evident that session-based filtering results in many morequeries
received within just a few seconds of each other, which we hadorig-
inally believed to be indicative of possible machine issuedqueries
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Figure 3: Days between consecutive clickthroughs on the same
query/URL combination where URL ranking was changed on the
second clickthrough. As time progresses, the probability that there
is a change in a URL’s ranking increases, even in response to the
same query.

arriving at very short intervals. In contrast, the query-based filter-
ing output is visibly biased towards longer intervals. If weaccept
that a session-based approach is the more useful test for thequeries
being of human provenance, then one possible explanation for the
short inter-query times is the detection at the search service of po-
tential spelling mistakes, and the resultant immediate reissue of a
corrected query via a “did you really mean?” followup promptfrom
the system.

The second peak of query activity (at around ten seconds per
query) in the session-based filtering method is still a fair represen-
tation of user activity, and corresponds to users looking quickly at
a first page of suggested answer snippets, and then reformulating
their query. The frequency of occurrence of longer query intervals
– those greater than one minute – remains unaltered in the session-
based filtering method.

To calculate the syntactic similarity between consecutivequeries
in the same session we used the standardn-gram resemblance com-
putation, defined for queriesA andB as:

R(A, B) =
|S(A, n) ∩ S(B, n)|

|S(A, n) ∪ S(B, n)|
,

whereS(D, n) is the multiset of substrings of lengthn charac-
ters in the stringD, omitting any substrings containing whites-
pace. Figure 2 compares the distribution of syntactic resemblance
for multi-query sessions for the two filtering methods. In com-
parison to query-based filtering, session-based filtering results in a
significantly higher portion of query pairs with similarityscores in
excess of 60%. In real terms this translates into, approximately, a
two-words-in-three overlap.

Based on these findings, we conjecture that the query-based fil-
tering method used in our first analysis had indeed removed rea-
sonable queries from within multi-query sessions arising from the
actions of real users. When the integrity of individual sessions re-
main unaltered as per the session-based filtering method, wecan
see that in actuality consecutive queries within a given session ac-
tually can share a fair degree of syntactic similarity, although this
is still outnumbered by those queries with little to no resemblance.
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Figure 4: Difference in rank between consecutive clickthroughs
on the same query/URL combination. In the majority of cases,
URL position for a given query is relatively stable, but there are
surprising breaks in that pattern at+20 and−20 that may indicate
errors in the data.

4. CHANGES IN RESULT RANKING
An important component of query log analysis is to validate that

any processing undertaken on the data to reduce its volume issta-
tistically sound, and that findings on subsets of the data reflect the
data as a whole. While some types of anomaly are easily detected
and rectified, others can often go unnoticed. This section comments
on some aspects of the Microsoft data that we found to be puzzling.

The clickthrough log supplied by Microsoft includes informa-
tion about the absolute rank of the URLs clicked in response to
each query. When coupled with the timestamp information sup-
plied in both the query and clickthrough logs, the ranking ofsome
URLs for some common queries can be traced through the month.
While, for a given query, a given URL can be expected to have a
roughly consistent answer rank, there are several scenarios under
which the ranking might change, including if the page in question
is re-crawled and its content changes, or if the collection as a whole
is reindexed and the content of other pages has changed. Neverthe-
less, we would expect such change to be evolutionary in nature,
rather than revolutionary.

Figure 3 shows the percentage of URLs (gathered from the click-
through data) which exhibit a change in their rank position in the
answer list for some query, plotted as a function of the interval be-
tween the two queries in the repeat query pair. As the time between
clickthroughs on that URL/query pairing increases, the likelihood
of a change increases, as we had expected. (Note that becausewe
are only able to determine answer rank via the clickthrough data,
Figure 3 is not a perfect depiction of changes in result ranking.)

We also examined the size of jumps in ranking of a URL/query
pairing between subsequent clickthroughs, with results presented
in Figure 4. As expected, the vast majority of repeat queriesand
repeat URLs experienced no change in ranking, as shown by the
strong peak in the middle of the graph.

Assuming that the popularity of a URL plays a role in determin-
ing changes to its rank position in response to a query, then we can
assume that the jumps will be inhibited somewhat by page bound-
aries and that jumps of magnitude greater than nine positions will
be much less commonplace due to results beyond the top ten being
less likely to be viewed (and therefore clicked). This effect may
account for the drop off in changes around the boundaries around
the +/−9 segments. However, the anomalous number of magni-
tude twenty jumps also caught our attention. Investigationshowed
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Figure 5: Changes in the rank of the URLhttp://www.
yellowpages.com for the query “yellow pages” over the month
of May, as captured by clickthrough instances. The ranking should
stay relatively constant, and the surprising jumps in the rank of that
answer suggest a sporadic error of some sort within the dataset.

that there were some quite surprising shifts in answer rank taking
place, even for identical queries.

As an illustration of this discrepancy, Figure 5 shows the changes
in the ranking of the URLhttp://www.yellowpages.com for
the single query “yellow pages” over the month of May, sampled
over the 3,551 dataset instances of the query “yellow pages”that
were linked with a subsequent clickthrough to that page. Quite
remarkably, there are several instances captured in which the rank
of the (presumably correct) pagehttp://www.yellowpages.com
suddenly jumps to ranks in the twenties. We suspect the anomalous
peaks for this and a variety of other queries may be caused by an er-
ror within the Microsoft extraction processes used to generated the
data. These rank shifts are relatively infrequent across the dataset
as a whole; nevertheless, they do raise the possibility of other simi-
lar errors, a possibility that needs to be taken into consideration by
other researchers working with this data.

5. RELATED WORK
Jansen and Spink [2006] provide an overview of published query

log analysis work prior to 2002, including comparison of there-
ported statistics for datasets and outcomes where applicable. A
study conducted by Silverstein et al. [1999] remains one of the
largest of its kind to date, utilizing over a billion queriestaken from
AltaVista, the most prominent search engine in its day. We believe
our work offers insight into themes not normally discussed in tra-
ditional query log analysis and instead looks into novel methods
of capturing interesting behaviors, of both the users and the search
engine itself.

Analysis conducted for this investigation can be furtheredusing
more specialized methods. Spam removal algorithms based onma-
chine learning techniques may be utilized to supplement existing
filtering techniques, including integration of features based on nat-
ural language, and stopwords to remove undesirable queries. Simi-
larly, such measures can used to model inter-query similarities at a
semantic level. Furthermore, anomaly detection may be expanded
to verify the consistency of session sizes and associated users, al-
though this may be a much harder task due to the anonymized na-
ture of most query log data.

6. CONCLUSION
Our experiments on the MSNSearch dataset have shown that

our previous implementation of query-based filtering may have re-
moved large segments of queries from within sessions, and affected
our session-based analyses in which we examined continuitychar-
acteristics between queries in multi-query sessions. By compari-
son, session-based filtering implemented in a similar manner re-
sulted in more realistic output, but with the potential riskof addi-
tional non-human-origin queries being integrated into theanalysis.

We also looked into possible inconsistencies within the click-
through data, by utilizing individual clickthroughs as snapshots
to gauge modifications in query/URL pairings over the collection
period. Although we discovered there are in fact inconsistencies
within the data manifesting as anomalous ranking changes (possi-
bly resulting from the use of faulty scripts at the time the data was
generated), such inconsistencies were small in number and would
not greatly affect any conclusions drawn from the data. Regardless,
care should be exercised when using the affected data in its current
form for future activities.
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ABSTRACT
The advance of evaluation methodology is essential for the
development of interactive systems that are based on the
understanding of information seeking behaviour. This posi-
tion paper presents a (rough) design of a community-based
approach called the interaction pool, a repository of anno-
tated interaction data that can be harnessed and shared
by a research community interested in information seeking
behaviour, interaction design, interface engineering, and re-
alistic system evaluation. The design of such a repository
was motivated by the need to develop a user-centred test
collection which inherited the advantages of existing system-
centred test collections while considering the characteristics
of user-centred research and development.

1. INTRODUCTION
Evaluation of interactive systems and measuring their ef-

fects on information seeking behaviour are challenging. The
comparison of different interface designs and interactive sup-
port systems are even more challenging. In Information Re-
trieval (IR), common test beds, called test collections, have
been created and shared by the IR community, being used
for extensive testing and comparison of retrieval algorithms
over some decades.

While existing test collections have been an important as-
set for IR research, they are mainly designed for algorithmic
evaluation, thus, user interactions and contexts of search
are often simplified. Such a test collection is referred to as
a system-centred test collection in this paper. This position
paper is concerned with the design of test collections such
that user interactions and search contexts are captured as
part of the resource and shared by a community. We will re-
fer to this as a user-centred test collection. We believe that
such a test collection can facilitate the comparative evalua-
tion of interactive systems and information seeking research
while inheriting the advantages of existing approaches.

To maximise the benefits of a user-centred test collection,
it is important to obtain feedback from the researchers in the
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not made or distributed for profit or commercial advantage and that copies
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relevant areas. For example, during the design of early test
collections, Sparck-Jones and Van Rijsbergen [5] carried out
a study to elicit the properties of test collections. While the
specification of a test collection is not the main focus of this
paper, we hope that this paper will set a tentative ground
to discuss the properties of a user-centred test collection.

The rest of the paper is structured as follows. Section
2 summarises how existing test collections work and high-
lights their advantages and limitations. Section 3 presents
a design of interaction pool which constitutes a central part
of a user-centred test collection. Section 4 illustrates how
the interaction pool can potentially facilitate the research
on interactive systems and information seeking behaviour.
Section 5 discusses several issues that are open for discus-
sion in the context of a user-centred test collection. Finally,
Section 6 concludes this paper.

2. SYSTEM-CENTRED TEST COLLECTION
A test collection usually consists of a document corpus,

a set of topics, and a list of documents that are relevant to
each of the topics (called qrels). The document corpus tends
to be a static collection so that the performance measures
are not violated by content changes. A topic is a description
of a searcher’s information need. A participant of a system-
centred test collection then indexes the document corpus,
performs a retrieval using the topic descriptions, and finally,
submits the top N1 ranked documents to the organiser. A
document pool is then formed by using the top M2 docu-
ments submitted by each of the participated systems (See
Figure 1). The assessor of a topic judges the relevance of
documents in the document pool, which become qrels.

Pool

DocumentsSystem A

Topic
1 .. N

DocumentsSystem B

DocumentsSystem C

Figure 1: Pooling of documents.

The advantages of this approach is that participating sys-
tems use a common set of documents, topics, and qrels,

1e.g., 1000 docs
2e.g., 100 docs
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which makes the comparison among the systems fair and
more reliable than tests performed in different conditions.
By pooling the documents retrieved by different ranking al-
gorithms, bias towards a particular system is minimised in
the evaluation. This also makes it possible to assess a fu-
ture system using the existing resource. Therefore, the use
of a common data set and a pooling method is inherited and
assumed in our design of a user-centred test collection.

From the interaction point of view, however, the data
stored in a system-centred test collection is the minimum
set of interactions where a user submits a query and a sys-
tem returns a set of (ranked) documents in response to that.
The document pool, therefore, stores and evaluates the out-
come of single search iterations harnessed by participants.
However, in a study of interactive systems and information
seeking behaviour, the process and context of search are of
great interest. For example, search is often an iterative
process which uses multiple queries and browsing of doc-
uments. Furthermore, context influences how a search ses-
sion is developed and how document relevancy is perceived
by searchers [3]. A system-centred test collection is not de-
signed to store such data, although effort has been made to
elicit some of the contexts inherent in test collections [1].

Another significant property of a system-centred test col-
lection is that document relevancy is determined by a single
assessor (who is often a topic creator). This is related to the
lack of interaction in the design of system-centred test col-
lections. As discussed above, the relevance of documents can
vary over searchers and search contexts. In a user-centred
test collection, therefore, the data should contain the docu-
ment relevancy perceived by different searchers and different
contexts. The interaction pool discussed in the next section
is designed to address these issues of existing test collections.

3. DESIGN OF INTERACTION POOL
An interaction pool (See Figure 2) is an extension of the

document pool where multiple iterations of search are stored.
The interaction data such as the queries submitted by users,
retrieved documents, click-through documents and their rank
positions, next / previous result page viewing actions, are
populated along with a timestamp in the interaction pool.
Similar to a document pool, the interaction pool contains
a range of interaction paths that would be recorded in par-
ticipated studies which might use different search engines,
interfaces, and support systems. This enables researchers
to study the process of search harnessed by participants.
As such, an interaction pool constitutes a central part of a
user-centred test collection.

Pool

System A

Task
1 .. N

User 1 .. X

Inter-
actions

System B

User 1 .. X

Inter-
actions

Figure 2: Pooling of interactions.

Participation in a user-centred test collection might occur
as follows. First, a set of work/search tasks are defined.

Participants carry out a user study using their own choice
of systems and the given tasks. The interaction logs are
recorded during the study and the data is submitted to the
organiser to populate the interaction pool.

Another component considered in the design of an interac-
tion pool is the search metadata. The metadata can consist
of a work/search task description (providing a context of
search as opposed to a description of what is relevant or
not), a user’s background, search contexts, system/interface
descriptions, subjective assessments, and other information
that allows us, for instance, to cluster the interaction data
for a granular analysis of people’s searching process.

P1/S1

G1

Px/Sn

G2

G3 G4

P1/S2

Px/Sm

Interaction path Actions

Figure 3: Grouping of interaction data.

Figure 3 illustrates the examples of grouping the interac-
tion data. P denotes a participant ID and S denotes a search
session ID. P1/S1 to Px/Sm are a set of search sessions based
on a task populated by participants. The horizontal arrows
represent an interaction path where the dots indicates user
actions occurred in the path. The first case (G1 and G2)
groups the search sessions into two categories based on a
facet or context of search environments. The facet/context
can be anything as long as it can be extracted from the
metadata (e.g., a user’s role in an organisation, level of fa-
miliarity/interest with a search topic, search device used).
The second case (G3 and G4) divides the interaction paths
into two different stages of search sessions. In this way, one
can analyse the search behaviour at the beginning to mid-
dle and middle to the end of search. These are just two
examples and other usages of the interaction pool entirely
depends on research interests.

Table 1: Aggregate relevance judgements
Single Interaction pool

Doc assessor P1/S1 P1/S2 . . . Px/Sm

D1 Rel Rel Rel . . . Rel
D2 Non-rel Non-Rel Rel . . . Non-Rel
...

...
...

...
. . .

...
Dn Rel Non-Rel Non-Rel . . . Rel

The interaction pool can also be used to store multiple
relevance judgements of retrieved (or click-through) docu-
ments. In system-centred test collections, relevance assess-
ments are usually carried out by a single assessor for each
topic (See Table 1). In the interaction pool, however, doc-
ument relevancy is no longer uniform and can vary across
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the populated search sessions. Similar to the grouping of
interaction data, the aggregated relevance judgements give
us an advantage of investigating the effectiveness of interac-
tions and systems from different facets/contexts. Since not
all documents are retrieved by every sessions, the annota-
tions such as shown, clicked, rel/non-rel can be associated
with retrieved documents.

4. BENEFITS OF INTERACTION POOLS
The previous section described a sketch of an interaction

pool that can be harnessed and shared by participants of
a user-centred test collection. This section illustrates how
such a resource can potentially facilitate the research on in-
formation seeking behaviour, user interface/interaction de-
sign, and system evaluation.

Information seeking behaviour.
The interaction pool can offers an opportunity to verify

existing information seeking models that might have been
developed through an ethnographic study. Researchers can
access to the pool to analyse whether or not a modelled be-
haviour can be found in the interaction of various systems,
users, and search contexts. While the interaction data in
the pool are likely to be based on controlled environment
experiments, the search metadata should reduce the level
of uncertainty involved in the interpretation of information
needs behind the seeking behaviours, compared to, for ex-
ample, the analysis of search engines’ query logs.

In a different scenario, the pool itself might become the
rich source of investigation. For instance, one can attempt
to mine behavioural patterns from the interaction data. As
illustrated above, it will be easy to partition the data based
on the annotated metadata, or re-organise the data set to
highlight a certain facet/context of search.

Interaction/interface design.
For those who are interested in evaluating the usability

or effectiveness of a new search interface, the interaction
pool offers realistic user input for benchmarking, whether a
user study or simulated study [4] is carried out in the inves-
tigation. For example, researchers can extract real queries
formulated by the users of the interaction pool and use them
as the input to a simulated study of a new interface. Since
the users are likely to have a different interpretation of the
information need of a given task, their queries are more re-
alistic and diverse than those arbitrary formulated from a
task description. The click-through documents in the inter-
action path can also be exploited as a user feedback trail
or path during the task. Overall, the interaction pool can
provide extra information for more realistic and controlled
simulation of users in the study.

When a user study is conducted independently, the re-
sults of the new interface can be compared to the average
performance obtained from the interaction pool, or com-
pared to a particular set of search sessions selected by the
facets/contexts given in the metadata. For example, one
can measure if the new interface allows users to complete a
task faster than the average performance in the pool. The
subjective assessments can also be compared to other par-
ticipants’ data. When the interaction data in the pool can
be used as a baseline performance, then participants can re-
duce the resources required to carry out a user study (e.g.,

time and number of subjects). Given that a user study tends
to be an expensive process, the interaction pool can reduce
evaluation effort. Like a system-centred test collection, we
would expect that the experimental resources such as the
tasks, document collections, and user’s interaction data can
be re-used by or support a future interactive IR study.

System evaluation.
The interaction pool offers a new challenge for those who

are interested in system evaluation. While a system-centred
test collection is designed to determine, for example, if Sys-
tem A is better than System B based on N topics, a user-
centred test collection is designed to find the difference be-
tween the two systems based on N contexts. In particular,
the notion of uniform document relevancy is no longer com-
pulsory. The interaction pool allows researchers to control
how document relevancy is determined by a given facet or
context of a search environment.

In the simplest example, the qrels of a task can be gen-
erated as many individual search sessions, and the perfor-
mance of systems can be measured by those individual qrel
sets. When a certain facet/context is given, aggregated rel-
evance judgements can be used to measure the system per-
formance for contextual relevance. Since the path of user
actions is stored in the pool, one can test the performance
of relevance feedback techniques based on a range of inter-
action patterns.

5. OPEN ISSUES
The requirements and specifications of a user-centred test

collection are still under developement. As such, there is a
number of open issues. The following are some of the issues
that emerged from the preparation of this paper.

Legal/Ethical issue Sharing interaction data imposes an
additional element to consider when legal and ethi-
cal issues are concerned. This might be as simple as
adding a section in a consent form noting that the col-
lected data will be anonymised and shared by the re-
search community. The issue might be more complex
for industrial participants. A collective effort needs to
be made by the community to share the data since
conditions may vary across countries and companies.

Research assets When the interaction data constitutes a
fundamental asset in a study, it is conceivable that re-
searchers are not willing to release such data to the
community immediately. We need to consider how to
achieve a win-win situation for the participants of test
collection. Needless to say, participation in an interac-
tion pool means that researchers can access a poten-
tially large quantity and diversity of annotated inter-
action data which might be infeasible to obtain by a
single researcher or research group.

Document collection In existing system-centred test col-
lections, a static document collection (.e.g., web cor-
pus) is often offered to participants. A static collection
allows researchers to measure the performance of sys-
tems without the effects of content change. On the
other hand, participants are responsible for indexing
a common document set provided by a test collection.
This might be too much effort for, or at least not the
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main interests of, some of the participants of a user-
centred test collection. An alternative choice is not to
have any restrictions on the selection of document col-
lections. Participants can use a search engine’s API,
for instance, to develop a new interface. In this case,
we would need to devise the performance measures
that are independent of document collections.

Work/Search tasks It is generally believed that studying
people’s searching behaviour in the context of tasks
(e.g., work task or search task) is beneficial [2], and
that a simple description of the search aim by asking
users to find as many relevant documents as possible
is not realistic. To attract many researchers to partici-
pate and contribute to the population of an interaction
pool, we need to devise a set of work or search tasks
that are realistic and interesting to the research com-
munity.

Annotation scheme Participation in a system-centred test
collection such as TREC3 is facilitated by the simple
annotation adopted in the data submission. While the
data in the interaction pool requires a more complex
annotation scheme than a list of document IDs, we
should aim to define a standardised scheme which is
as simple as possible. A related issue is to formulate
a core set of metadata and actions that need to be
recorded for the population of an interaction pool.

Infrastructure When the core set of metadata and inter-
action data is defined, and an annotation scheme is
specified by a community, then we would expect to
have a repository server which enables participants to
access to the pool through some sort of API.

Performance measures In a system-centred test collec-
tion, the performance of ranking algorithms is typi-
cally measured by precision, recall, and their variants.
It is still not clear what performance measure is appro-
priate for interactive systems and their effects on in-
formation seeking behaviour. However, a user-centred
test collection has the potential to employ the mea-
sures based not only on retrieval effectiveness (e.g.,
precision/recall) but also on interactions (e.g., num-
ber of actions, time to complete a task, etc.) as well
as subjective assessments (e.g., ”Would you use it if
it’s available on the web?”).

An approach to establish the performance measures for
a user-centred test collection can be to analyse the cen-
tral dependent and independent variables frequently
investigated in existing interactive IR studies.

Scale of data There are unknown properties in the current
design of interaction pool: how many participants are
needed to achieve a meaningful interaction pool; how
many tasks should each participant carry out; how
many subjects should each participant recruit for pop-
ulating the pool. While the size and diversity matter
in our design, a continuous co-ordination by a com-
munity is essential for the development of a successful
test collection.

3http://trec.nist.gov

6. CONCLUSION
This position paper discussed a design of interaction pool

aiming towards the development of a user-centred test col-
lection. We illustrated how such a resource can support the
evaluation of interactive systems. A number of open issues
were also discussed. This paper is intended to stir the dis-
cussion of evaluation methodology as opposed to presenting
a precise specification. We believe this workshop is an ideal
forum to discuss such issues.
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ABSTRACT 
Numerous studies show that the strategies of most of the web 
searchers are very simple: they use short queries without operators 
and modifiers or make mistakes with them, and they mostly rely 
on the first page of results returned by the search engines. 
However, the question of whether the users are successful with 
these simple strategies has received less attention. This paper 
describes strategies that web searchers have for query formulation 
and results evaluation and focuses specifically on factors that 
affect the success of these strategies. Based on the understanding 
of the limitations of the users’ strategies, the paper presents ideas 
on how search engines could more effectively support the users in 
the information search process by engaging the users in a 
dialogue-like interaction. 

Categories and Subject Descriptors 

H.3.3 [Information Systems]: Information Search and Retrieval 
– search process. H.5.2 [User Interfaces]: User-Centered Design. 
H.5.3 [Information Systems]: Online Information Services – 
web-based services.  

General Terms 
Design, Human Factors. 

Keywords 
Web Search Engines, User Search Strategies, Search Process. 

1. INTRODUCTION 
Studies show that the users mostly employ very simple strategies 
to web search. They formulate short queries with one or two query 
terms and seldom use Boolean operators or term modifiers, they 
often only submit one query during the search session, and they 
re-access information mostly by using browser bookmarks or re-
searching information with search engines [5][10][11][12][13]. 
However, there is no clear understanding on how successful the 
users are with these simple strategies.  

PC magazine recently posted a list of tips on how to become a 
more successful web searcher. The list stated, among others, that 
it is beneficial to be use quotation marks around the query, to use 
a minus sign to exclude terms, and use plain English in queries1.  
Another tip was recently given by teenagers who told that at 
school, they are taught to add a ‘+’ sign in between query terms to 

                                                                    
1http://www.pcworld.com/printable/article/id,130979/printable.html 

make the queries more precise on Google. Similar (albeit more 
accurate) tips are also given on the Google’s help page2. Among 
other tips, the users are told that it is good to be precise when 
formulating queries and that there are several different operators 
and modifiers they can use to improve their success in search. All 
these tips seem to suggest that the users have problems with their 
simple approach to web search. What if they started using the 
strategies the tips suggest – would they be more successful?  

Defining success in web search is a challenge that is yet to be 
overcome. In our user studies with predefined search tasks, we 
have found it useful to consider both the outcome of the search 
(did the users find what they were asked to find) and the resources 
(typically time) needed to complete the search. Along these lines, 
we have used task completion speed (number of tasks completed 
divided by the time it took to complete the tasks) as an 
approximation of the users’ overall success or level of expertise 
[8]. Using task completion speed to differentiate between less and 
more successful searchers requires that the tasks are the same for 
all the participants. Thus, this metric is mostly useful in controlled 
user studies. 

This paper will discuss the factors that affect the success of the 
users’ strategies based on a number of published and unpublished 
user studies. The examples illustrate the differences in the users’ 
strategies in two different phases of the search process; query 
formulation and results evaluation. After presenting the different 
strategies and discussing their success, the paper proposes that 
search engines should take a more active role in trying to discover 
the user’s underlying information need instead of only relying on 
their initial queries. 

2. METHODS 
This paper is based on user studies conducted in the course of a 
PhD thesis on user strategies for web search [3] and the author’s 
experiences in conducting a number of unpublished user studies 
on web search at Google. The unpublished user studies include 
approximately 60 individual think-aloud usability test sessions.  

In the published studies, the methods varied from think-aloud lab 
studies [8] and controlled experiments [2] to surveys [1][5][9], 
field usability studies [4][6], and eye-tracking experiments [7].  

3. SUCCESS OF THE STRATEGIES 
In the following, I will give examples of successful and less 
successful strategies in two different phases of web search: query 
formulation and results evaluation.  
                                                                    
2 http://www.google.com/help/basics.html 
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3.1 Query Formulation and Refinement 
In line with the log studies, our user studies have also shown that 
generally, the queries the users formulate are simple: most often, 
they only contain a couple of query terms and Boolean operators 
and other modifiers are seldom used. Furthermore, when the users 
formulate queries with operators and term modifiers, they often 
use them unnecessarily or make mistakes with them. Given these 
simple queries, the question is: are they enough for the searchers 
to find what they are looking for?  

Based on our studies, the answer is: it depends. In certain tasks, a 
broad query with only a couple of query terms is all that is 
needed, but this strategy does not result in efficient performance 
in other tasks. For example, if the task is to find how much blood 
human heart pumps in one minute it is a much more efficient 
strategy to formulate a query human heart pumps blood per 
minute than a query human anatomy [8]. Similarly, when the task 
is to find the time difference between New Zealand and your 
present location, the likelihood of finding the answer quickly is 
much larger with the query new zealand time zone than with new 
zealand (examples from an unpublished usability study).  

We have called these two different approaches to querying the 
straight-to-information approach and encyclopedia approach, 
respectively [1][8]. In the encyclopedia approach, the users 
generalize the terms from the task description (we have also 
observed this with the users’ own tasks). These users are using 
search engines like they were using a paper encyclopedia: they 
think of a general term that describes the topic and use the search 
engine as an index for finding sites that are related to the topic. To 
find the answer to the original question, they browse to the needed 
information, which is often a tedious process. On the other hand, 
the users who employ the straight-to-information approach want 
to minimize the browsing: they “reverse the query terms from the 
documents” [5] and aim at finding the answers already in the 
snippets. 

In the examples presented above, the users with the straight-to-
information approach were more efficient in finding an answer to 
the tasks. However, a simple “longer and more precise is better” 
relationship between the queries and the success of the search 
does not always hold. In a usability study (unpublished), we gave 
the participants the task “Is there a king in Finland? If yes, what is 
his name?” In this case, the approach of using the specific terms 
from the task description (e.g., king of Finland name) results in 
keyword based search engines returning results that all contain the 
terms Finland, king, and name. In fact, there was a king in Finland 
(although Finland as an independent nation did not exist back 
then), so the results are about the history of Finland. In this case, a 
successful query is broader than the original task description, e.g., 
Finland (on Google, this query returned a Wikipedia result that 
contained the needed information) or one that generalizes the term 
king to government.  

Some users seem to be predominantly using either the straight-to-
information or the encyclopedia approach, but the most successful 
users are flexible. They sometimes formulate general queries with 
one or two terms (tasks with a general informational goal or when 
they do not know good terms to use in the query) and at other 
times, their queries that are much longer; up to over 10 terms 
(fact-finding tasks where recall is not too important or when there 
is one known name for the document they are looking for).  

Oftentimes, the first query does not provide the users with 
satisfactory results and the query needs to be refined. In this phase 

of the search process, the behavior of less and more successful 
searchers is again very different. Where the more successful 
searchers often change or modify a word or two from their 
original query and keep the original intent of the query similar, the 
less experienced users often abandon the original query 
completely and change the query, for example, from energy food 
to nutrition and then to how much energy contain. A more 
successful searchers, on the other hand, are likely to refine only 
parts of the query; from children learn to walk at age to children 
learn to walk at age references to typically children “learn to” 
walk age. In addition to these differences, the less successful 
searchers often have considerable difficulties in thinking of terms 
to use in the query if the original query was not successful: “I 
really do not know how I could make the search terms to be 
relevant for this task” (all examples from [8]).  
 

3.2 Result Evaluation 
In the query formulation phase, it seems that flexibility is the 
major aspect that differentiates between more and less successful 
searchers. Do the more successful searchers also modify their 
strategies in the result evaluation phase?  

Log studies have shown that web searchers mostly rely on the first 
result page given by the search engine and if they are not happy 
with the results, they are more likely to refine the query than go to 
the next result page. Furthermore, studies have suggested that the 
users generally only look for a couple of results before making 
their selection [11]. 

In our user studies, we noticed that searchers sometimes spent a 
lot of time on the results page before selecting a result or refining 
the query. To understand what is happening during that time, we 
run an eye-tracking study [7]. This study showed that some users 
are very careful in evaluating the results before making the 
decision to refine the query or click on a result. We called these 
searchers “exhaustive evaluators”. Some users, on the other hand, 
seemed to be much more efficient in making their decision to 
either refine the query or click on one of the results (“economical” 
evaluation style). Our study suggested that the economical 
evaluation style was more common among the more experienced 
computer users – this style also seemed to result in more 
successful task performance in certain cases (Figure 1).  

 
Figure 1: Scanning patterns of two users on the same search 
results page – exhaustive evaluation style on the left and 
economical evaluation style on the right. The size of the dot 
represents the time the user spent looking at the query box 
(above the black line) or one of the results (below the black 
line). The x-axis represents the order of scanning. In the end, 
both of the users decided to refine the query. 

Anecdotal evidence from usability studies supports these findings. 
Specifically, it seems that the more successful searchers are very 
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fast in their evaluation of the results. If they see a relevant-looking 
result, they click on it or if they feel that the results are not 
relevant (either on the basis of the first couple of results or a very 
fast scanning of the complete results page), they quickly refine the 
query. In addition, these studies suggest that these evaluation 
styles extend to the evaluation of the other web pages, as well.  It 
seems that the more successful searchers do a very fast evaluation 
of web pages: if the page seems to be of low quality, they quickly 
come back to the search engine. On the other hand, the less 
successful searchers seem to have little understanding on the 
quality of web pages and they seem to give an equal amount of 
attention to all the web pages they go to. 

4. SUPPORTING SEARCH 
In the query formulation phase, a notable factor in the users’ 
success is their flexibility: a two-term query that results in a 
highly successful search experience in one task can result in a 
tedious session with lots of irrelevant results and poor web pages 
when applied to another task. Thus, the most successful searchers 
formulate queries that are appropriate for the task – sometimes 
these queries need to have several terms and even special 
modifiers whereas at another times, one term might be enough. In 
the cases where the first query does not provide relevant results, 
the less successful searchers seem to spend a lot of time 
evaluating the (irrelevant) results and web pages, and they have 
considerable difficulties in thinking of ways to refine the query.  

In the result evaluation phase, it seems that the more successful 
searchers use a similar approach independent of the task. Namely, 
they do not spend much time evaluating the individual results nor 
do they go through all the results before clicking the most 
promising one or refining the query. The same efficiency seems to 
hold when they are evaluating the web pages they go to. On the 
other hand, the less successful searchers act as if there was a high 
cost associated with the result selection – they carefully choose 
which one to click and they invest a relatively long time in 
exploring each web page they go to.  

Knowing that some users have clearly inefficient strategies to 
searching - is there anything we can do to improve their search 
efficiency? An example illustrates how the traditional information 
seeking that is based on human-to-human communication differs 
from the current computerized way. Imagine going to a bookstore 
and asking the salesperson for a book about television. Most 
certainly, they will not go and get you some books to see if you 
like them, but instead, they will ask you questions. They will ask 
if you want tips for buying a TV, information about TV programs, 
technical information about TVs, or maybe something else. After 
understanding what the need is, they will go and find the most 
relevant books (maybe also including other criteria, such as the 
price, in their decision on what to bring you). In the current world 
of search engines, when the user asks for information about 
television, the search engine will return a bunch of results 
although it has no way of knowing what the users’ underlying 
information need is. The search engine has information on what 
most of the users find useful, but that may or may not apply to the 
user in question.  

Although there are certainly advantages in using a popularity-
based approach to search result ranking, I propose that we might 
considerably improve the searchers’ experience by bringing some 
aspects of human-to-human communication to user-search engine 
interaction. In human-to-human communication, both of the 
parties are active in the interaction by asking questions and 

providing answers. Similarly, search engines could be more active 
in finding out what the users really want. 

Another example illustrates the power of communication in web 
searching. In usability studies, we often ask participants to use 
some time to search for information they are personally interested 
in. Many times, the users end up being stuck – not really knowing 
how to proceed with the task. They have clicked on all the 
promising-looking results on the result page, they have used a lot 
of time reading the web pages, and yet, they have not found what 
they are looking for. In these situations, the moderator often asks: 
“Is there something specific that you are looking for?” Most of the 
time, the user can easily and precisely describe their underlying 
information need – and their need is often much more specific 
than their original query suggests. After that, the moderator often 
asks: “Can you think of a way to search for that?” Surprisingly, 
this intervention alone often helps the users in their search. It is 
noteworthy that the moderator is not providing any tips or new 
query terms to the searcher, but she or he is simply asking the user 
to (re-)describe their information need. 

Thus, one possible way to help the users would be to have the 
search engine take a more active role in finding out about the 
users’ information need – a similar role that the moderator is 
playing in usability studies. For example, if the user types in a one 
or two term query and does not click on any of the results within a 
certain time limit (behavior that shows that the user is most likely 
a less experienced user and thus, might benefit from assistance), 
the search engine could ask the user questions about the topic. 
Simple questions or prompts, e.g., “Tell me more about the topic 
you are interested in” or “Is there a specific aspect of [query] you 
are interested in?” might be efficient in eliciting more query terms 
from the user – just as they seem to do in usability studies when 
the moderator asks similar questions. This information, in turn, 
could be used for delivering results that more closely match the 
users’ underlying information need rather than their original 
query.   

5. DISCUSSION 
In the query formulation phase, successful searchers are flexible 
and modify their strategies according to the task from highly 
specific queries with operators to broad and simple two-term 
queries. One user explained his/her approach for fact-finding tasks 
as imagining how the sentences containing the information might 
be formulated in the result document [5]. Although this strategy 
works well in fact-finding tasks, it is not as useful in tasks where 
it is important to find as much information as possible about the 
topic. In these broader tasks, the searchers will do better if they 
generalize the terms from the task description (employ 
encyclopedia approach) or possibly by formulating more 
sophisticated faceted search queries with Boolean operators.  

To return to the questions presented in the beginning of the paper 
- are users happy with the simple strategies they use and would 
more advanced strategies make them even more successful – the 
answer seems to be yes to both of these questions. First of all, our 
interviews with users suggest that the users generally feel that 
they are successful in their information search. However, I believe 
people to adjust their information needs to the strategies they 
know. Along these lines, I believe that most of the web searchers 
use search engines for simple topical search tasks – tasks where 
broad queries of one or two terms are enough. In those tasks, they 
might feel highly successful. Most of the users may not have the 
motivation to challenge their search skills by trying to find 
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information that is more difficult to find (such as information that 
needs to be gathered from multiple sources or difficult fact-
finding tasks) – even more importantly, they might not even we 
aware that search engines could provide them with more 
information than pages that are topically related to their queries. I 
believe that even those users should have the possibility to search 
for information for more complex search tasks if they wished – 
and to make their wish to be the limiting factor rather than their 
skills is the goal that we should try to accomplish. 
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ABSTRACT 
A mouse click is a proven indicator of a user’s interest in a web 
search result.  In this paper we explore the potential of a more 
subtle signal: mouse movements.  We conducted a study where 
participants completed a range of tasks using Google, and we 
tracked both their eye movements and mouse movements.   We 
discuss the relationship between these movements, and three 
different types of eye-mouse coordination patterns. We believe 
that mouse movements have most potential as a way to detect 
which results page elements the user has considered before 
deciding where to click. 

1. INTRODUCTION 
Web search engines are the source of most web users’ interactions 
with information retrieval systems.  Researchers have explored 
the potential of analyzing click patterns from search engines, both 
as a means of evaluating their ranking functions in the context of 
users’ real information needs, and of gathering feedback to 
improve ranking for subsequent users (e.g. [1][8]). While 
extremely valuable, clicks do not tell the whole story of the user’s 
interaction with the search results page.  For example, they do not 
indicate why the user clicked on a particular result, or which other 
results they considered before making a choice. 

A user’s selection of a particular search result is based on the 
surrogate shown on the results page, which typically contains the 
page title, its URL, and a “snippet” showing one or more lines 
from it.  The likelihood of a user clicking on a result is mostly 
dependent upon how promising they think it is, based on the 
surrogate.  It would therefore be useful to have a better idea of 
which aspects of the surrogate users are paying attention to when 
making each decision about where to click. Also, in some cases it 
may be possible for the user to find the answer to a fact-finding 
question simply by reading the snippet, and many search engines 
now choose to present relevant information on the page directly, 
e.g. the definition of a word, or a stock quote.  In both of these 
situations, no click would occur even though the user may have 
satisfied their information need. 

Eye tracking can provide insights into users’ behaviour while 
using the search results page, but eye tracking equipment is 
expensive and can only be used for studies where the user is 
physically present. The equipment also requires calibration, 
adding overhead to studies. 

In contrast, the coordinates of mouse movements on a web page 
can be collected accurately and easily, in a way that is transparent 
to the user.  This means that it can be used in studies involving a 
number of participants working simultaneously, or remotely by 

client-side implementations – greatly increasing the volume and 
variety of data available. 

Our goal in conducting this research was to investigate the 
potential usefulness of tracking mouse movements on a web 
search results page – for example, how closely do mouse 
movements reflect eye movements?  Do people use the mouse 
pointer as a marker to help them read the search results, or to help 
them make a decision about where to click? 

Unlike this study, which focused on search results pages, previous 
studies on the relationship between eye movements and mouse 
movements have been concerned either with general web pages 
(e.g. [2][4][10]) or with tasks that involve locating and selecting a 
given target item from graphical user interface menus of various 
lengths (e.g. [6]). It is unclear whether findings from these studies 
carry over to web search results. There have been several studies 
involving eye tracking on web search results pages, e.g. [8][9], but 
these have not considered mouse actions other than clicks.  
Researchers of implicit relevance feedback (e.g. [5][7]) have 
found that mouse actions on general web pages are a potentially 
useful signal, but they have not studied web search results pages. 

2. STUDY SETUP 
2.1 Tracking Mouse and Eye Movements 
To capture mouse movements, we used a method similar to that 
described in [2] and [3]: a web proxy server inserted a reference to 
a piece of Javascript code at the top of every Google search results 
page visited. This Javascript code captured the user’s mouse 
coordinates (and the ID of the HTML element the mouse was 
over) at 100 millisecond intervals, and submitted the gathered 
data, with timestamps, into a MySQL database every 2 seconds 
(or when the user left the Google search results page).  

To capture eye movements, we used a Tobii 1750 eye tracker 
running Clearview software, with a 17-inch screen set to a 
resolution of 1024x768.  We used IE 6 at full size on the screen. 
Clearview logged each URL and saved a screenshot of every web 
page visited during the study.  

2.2 Participants 
Our 32 participants (14 male and 18 female, aged 24-61) had a 
range of occupations and web search experience, but all were 
familiar with Google. 22 were from our company’s user study 
participant database; 10 were non-technical company employees. 

2.3 Tasks 
We used 16 web search tasks – a sample of which are listed in 
Table 1.  All were of the informational type, rather than 
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navigational or resource-related [11]. We mostly chose closed 
fact-finding questions with a specific correct answer, so that the 
participants would have a clear idea of what was required and 
when they were done with the task.  However, in 3 of the tasks, 
the user had to make a decision based on their own preference. 

We provided initial queries for each task (also shown in Table 1), 
to ensure that each user would see the same results at first.  This 
meant that, for fact-finding tasks, we could choose queries where 
the answer to the question was visible on the results page itself 
(e.g. in the snippet of one of the results) – because we were 
interested to see if users would move the mouse over the answer 
while looking at it.  For all but one of the queries, there was at 
least one useful result on the initial page. We did not manipulate 
the visible content in any way, so as well as the 10 search results, 
many of the pages included other elements such as sponsored 
links, and extra information inserted by Google. 

2.4 Procedure 
This was an exploratory study, not a controlled experiment, so the 
participants each did the same 16 search tasks, in the same order.  
They started from a study home page that contained one link per 
task.  Each of these links led to a fake Google home page, with the 
initial query pre-filled in the search box, and the task description 
inserted underneath.  Participants were instructed to press the 
“Google Search” button once they had read and understood the 
description and query.  This was important to ensure that the users 
started scanning the search results page from the same place as 
they would if they were entering a query into Google as normal. 

As mentioned above, all users saw the same (cached) results page 
at first.  Once they were on this first results page, it was up to 
them to do whatever they thought they needed to in order to 
complete the task – e.g. reading text on the results page itself, 
clicking on links, or changing the query.  They could move on to 
the next task as soon as they felt they were done, or were ready to 
give up. They did this by pressing the Home button in the web 
browser, which returned them to their task list. 

Before starting on the tasks, each participant was walked through 
an example and then did a practice task. Each session lasted less 
than an hour (typically around 30 minutes for all 16 tasks). 

Table 1: 4 of the 16 tasks used in the study. 

Query Description 

actress most 
oscars 

You are a movie fan and are curious to know which actress has won the most 
Oscars. 

lawn chair You are going to an outdoor concert soon, and want to get yourself a lawn 
chair to take with you.  Find one online that you would consider buying. 

eschew 
definition 

You read an article about healthy eating that listed some foods to "eschew".  
You want to check what that word means. 

bono real 
name 

You were watching TV and saw something about Bono, the singer. You're 
curious to know what his real name is. 

3. RESULTS 
The primary unit of analysis is a visit to a Google search results 
page. Pressing the “Google Search” button to begin a task starts 
the first visit of the first query. Clicking through on a result and 
clicking on the Back button in the web browser begins the second 
visit of the first query (because the results are still the same). In 
total there were 1216 visits to 786 queries across the 32x16 = 512 
tasks. The results reported here apply to all visits in the study. 

We used Clearview’s default of 100ms minimum duration and 30 
pixel maximum dispersion to determine eye fixations, and used 

the raw mouse data for our analyses.  We wrote a program that 
automatically identified the outlines of interesting regions on each 
results page visited. These were the 10 search results, any 
sponsored links or additional pieces of information appearing with 
the results, and the top area of the page (including the search box, 
logo, etc).  The remaining areas of the page were collectively 
treated as a single region, called “other”. 

3.1 Overall Eye-Mouse Relationship 
3.1.1 Relative Distribution of Attention 
Figure 1 shows the relative distributions of the user’s attention 
across selected regions of the page, comparing the proportion of 
mouse data points in each region to the equivalents for total eye 
fixation duration and total number of clicks.  For results 1-10, the 
distributions are quite similar, but it is interesting to see that the 
mouse spends a much higher percentage of time in the “other” 
regions (empty space and the bottom of the page) than the eye. 

Using the full set of regions, we were interested to know how 
likely it was, within a single visit, that when the user moved their 
mouse over a region, they also looked at it. Of regions that they 
covered with the mouse, a mean of 76.2% (s.d. 23.4) were also 
fixated on during the visit.  Conversely, of the regions that the 
users fixated on during a single visit, a mean of 64.0% of those 
regions (s.d. 25.7) were also covered by the mouse. 

 

Figure 1: How distributions of eye fixation time and 
clickthrough relate to distribution of mouse hovering time, for 
the regions that were common to all pages. 

3.1.2  Distance Between Mouse and Eye 
In order to calculate the set of distances between mouse and eye, 
we matched each mouse point with the eye fixation (if any) whose 
duration spanned it. The overall distribution of distances is 
skewed, with a long tail to the right.  The mean across all fixations 
is 257 pixels (s.d. 237); the median is 191. 

It is interesting to consider the X and Y directions separately 
(Figure 2).  For the Y direction there is a much higher peak 
around 0 than there is for the X direction, suggesting that mouse 
and eye positions corresponded more closely in the vertical 
direction than in the horizontal direction. 

Considering the different regions on the page, we found that when 
the mouse was over results 1-10, the mean eye-mouse distance 
dropped to 194 pixels (s.d. 132).  When it was over the “other” 
region, the mean rose to 551 pixels (s.d. 305).  We have already 
seen that the participants were more likely to have their mouse in 
this area than they were to fixate on it.  Combined with the data in 
Figure 2, this might suggest that a common behaviour is to keep 
the mouse in the blank area to the right of the search results, 
moving it downwards while scanning the results with the eyes. 
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Figure 2: Histogram outlines of distance from mouse to eye, 
broken out separately for the X and Y directions.  Each step 
in the histogram represents a bucket of 25 pixels. A negative X 
distance means that the eye was to the left of the mouse, and a 
negative Y distance means that the eye was below the mouse. 

Further evidence for this comes from investigating how frequently 
the eye and mouse were in the same region at the same time.  
Overall, eye and mouse were in the same region for 42.2% of the 
mouse data points that had a corresponding eye fixation and this 
dropped to 6.0% if the mouse was in the “other” region.  So 
although there is a reasonably high overlap between the regions 
covered by eye and mouse within a single visit to a results page, 
this overlap does not necessarily occur at the same time.  One 
exception is the top of the page, where eye and mouse coincide 
about 70% of the time (when users were refining queries) – this is 
also the region with the shortest eye-mouse distances. 

3.2 Eye-Mouse Coordination Patterns 
Following the high-level analysis described in the previous 
section, we wanted to consider in more detail the interactions 
between eye movements and mouse movements within a visit. For 
each visit, we generated a visualization of the paths followed by 
the user’s eye and mouse.  This was straightforward for the eye 
fixations – we simply placed a circle at the point of each fixation, 
with area proportional to the fixation duration.  To make 
equivalent visualizations for the mouse data, we created mouse 
“fixations”, using the I-DT dispersion-based algorithm [12] with a 
minimum duration of 0ms (so no points were thrown away) and 
maximum dispersion of 10 pixels.  We studied a sample of the 
visits (see http://www.rodden.org/kerry/publications/wisi07/ for 
example visualizations) to look for instances of the different 
patterns.  In addition to these, we used time series plots to help us 
understand the relative timings of the events in more detail. 

There are some patterns of eye-mouse coordination that we will 
not discuss further here – in general, these are movements that the 
user must make in order to complete their task.  For example, 
moving the eye and mouse together to the search box in order to 
refine a query, or to the scroll bar in order to move further down 
the page.  

3.2.1 Keeping the Mouse Still While Reading 
In this pattern, the user holds the mouse away from the place 
where they are currently reading, keeping it mostly still until they 
have seen the result they want to click on.  In general, the most 
common starting position of the mouse was the position of the 
“Google Search” button on the previous page – at the beginning 
of a task, users were forced to click on this button. This is also the 
most common starting point for the eye, but the mouse typically 

stays in this position for longer than the eye does.  So it seems that 
users very often exhibit this pattern at the beginning of a visit. 

As well as the starting position, the blank area to the right of the 
results (in the “other” region) was also a common resting place for 
the mouse. Users varied a lot in this regard – the mean percentage 
of time that they left the mouse in the “other” region ranged from 
2% to 57%. Those participants who used the scroll wheel on the 
mouse would often scroll the page while resting the mouse in this 
area, resulting in a pattern of evenly-spaced mouse “fixations” in 
a vertical line.  We also saw several pieces of evidence in the 
high-level data that users adopt behaviours like these at least some 
of the time, including the mouse being left in the “other” region 
much longer (relatively) than the eye spends there, and the eye 
and mouse being at their most distant on average when the mouse 
is over the “other” region.  

3.2.2 Using the Mouse as a Reading Aid 
In this pattern, the mouse pointer is moved around to help the user 
keep their place on the page while reading.  

The most common form of this pattern was for the user to move 
the mouse pointer mostly in the vertical direction, so that it was 
either touching or roughly level with the region they were 
currently reading – for the search results, this was often in the 
“other” area, to the right. This form may help to explain the fact 
that the mouse and eye tended to be closer in the Y direction than 
in the X direction. 

In another form of this pattern, the user moves the mouse pointer 
horizontally across or below the text they are currently reading.  
This is illustrated in Figure 3, and is characterized by sequences 
where the user makes short mouse movements (with short 
“fixations”) while over a result. Although striking, this behaviour 
was rare in the study.  Only a handful of the users ever followed a 
whole line of text with the mouse while reading it, and they did 
not do this for every task.  It was more likely, however, that in 
cases where the answer to the task was visible on the page, users 
would move their mouse over the answer. 

 

Figure 3: Example of “reading” with the mouse (user 21).  The 
user ran the mouse pointer over part of the snippet, 
containing the answer to the task (“The actress with the most 
Academy Awards for ‘Best Actress’ is Katharine Hepburn”). 

3.2.3 Using the Mouse to Mark an Interesting Result 
In this pattern, the user leaves the mouse pointer on or near the 
result that seems to be the most promising one they have read so 
far, while their eyes continue to check more results.  Often, the 
mouse is left hovering over the title of the promising result – 
ready to click if the user eventually decides to select it.  If another 
result seems more promising, the user will move the mouse on to 
that result, and so on. The difference between this pattern and the 
previous two is that the mouse is kept still for the purpose of 
marking an interesting result, not simply to keep it out of the way 
or to keep the user’s place on the page while reading. 

From inspection of the visualizations, and based on previous work 
on selection from menus [6], we speculate that users will be more 
likely to exhibit this pattern when the task is more difficult, and it 
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is not obvious to them which result is best – especially as they 
move further down the page. Further studies would be required to 
confirm this. 

4. DISCUSSION 
The study has given us some tentative answers to the questions we 
raised in the Introduction.  We have found that mouse movements 
definitely show potential as a way to estimate which results page 
elements the user has considered before deciding where to click, 
e.g. by noting which regions were covered by the mouse during 
the visit, or measuring the vertical distance traversed.  This has 
implications for evaluating the user-perceived quality of the 
search results (as judged from their surrogates). Mouse 
movements also have some potential as a method of determining 
whether the user has noticed the answer to their question on the 
results page itself, thus helping to evaluate design choices in page 
formatting and layout. Behaviour such as that illustrated in Figure 
3 (following a line of text with the mouse while reading it), is 
relatively infrequent, but when it does occur, it indicates which 
aspects of the surrogate the user is taking into account when 
making a decision.   

It is interesting to consider whether it would be possible to 
automatically identify useful patterns from mouse data alone.  For 
example, the pattern discussed in Section 3.2.3 (using the mouse 
to mark an interesting result) would be particularly useful to 
identify, since it indicates which surrogates the user has found 
most relevant.  However, from the mouse data alone, it is difficult 
to tell the difference between this pattern and that of simply 
moving the mouse vertically while reading.   In both, the mouse 
pointer is still or relatively still while touching or near a result. 
Without the eye data, we cannot determine the exact sequence of 
events: did the user move their mouse to the result simply because 
they were in the process of reading it, or because they had already 
read the surrogate and decided it was relevant? 

To attempt to narrow this down, we looked at cases where the 
user was holding the mouse pointer over the title of the result 
(ready to click), not just on or near the result block in general.  We 
found that in 172 of the 1216 visits (14.1%), the user held the 
mouse for more than 1 second over the title of a result that they 
did not click on during the visit.  All but one user was represented 
in these visits.  However, manual inspection of a sample of these 
visits (and the associated visualizations and plots) showed that 
this heuristic was not enough to separate the two patterns. 

In general, automated analysis of this data is complex – even with 
the most clear-cut examples of the patterns, it would not be 
straightforward to identify them automatically.  Similarly, we 
found that the users were not easy to classify, and each one 
seemed to exhibit all of the patterns, to varying degrees. There is 
also substantial variation between users in all of the high-level 
measures described in Section 3.1. For example, per user, the 
mean distance between eye and mouse ranged from 144 to 456 
pixels, and the proportion of mouse data points at which the eye 
and mouse were in the same region ranged from 25.8% to 59.9%.  

5. FUTURE WORK 
This was an exploratory study, and there is a lot of scope for more 
research in this area.  At a minimum, additional exploratory 
studies could employ different sets of users and tasks (perhaps 
having users do their own tasks instead of prescribed ones), as 
well as different search results page designs. 

Controlled experiments, perhaps systematically manipulating the 
results or the result order according to relevance, would help to 
confirm some of the findings presented here. In particular, it 
would be valuable to study the relationship between the 
information provided by a surrogate and the pattern of marking 
results with the mouse, e.g. to confirm that if the user keeps the 
mouse pointer over a particular result while continuing to read 
others, this is indeed because they saw something relevant in the 
surrogate. 

Findings from such experiments would assist in generating 
reliable and valid metrics from mouse data. Such metrics would 
be a prerequisite to conducting any larger-scale studies (e.g. with 
remote users) where only mouse data can be collected. 
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ABSTRACT 
The intent of this paper is to re-introduce and discuss the 

applicability of the informativeness concept to web-based 

information seeking and retrieval environments.  Informativeness 

is rare among IR evaluation concepts, in that it focuses on the 

value of the process of interaction with a set of documents, rather 

than on the success of the algorithm matching documents to 

information needs. It is notable as an early attempt to bridge 

traditional system evaluation with the new-at-that-time 

perspective on the role of the user in the evaluation of the system.    

Keywords 
informativeness, search trails, search process 

1. INTRODUCTION 
 

the evaluation of information retrieval systems should be 

based on measures of the information provided by the 

retrieval process, ‘informativeness’ measures which take 

into account the interactive and full-text nature of 

present-day systems and the different types of questions 

which are asked of them.  [1]  

Web-based information seeking and retrieval (IS&R) can be 

described as a process of interaction between people and diverse 

sets of digital objects, information, technologies and applications, 

with the primary goal of becoming informed about something.  

User-centred approaches have characterized the motivation for 

IS&R as a gap in or lack of knowledge, and have emphasized the 

cognitive processes associated with bridging this gap through 

making sense, learning and becoming informed [2, 3]. This 

conceptual framework is based on what Buckland [4] refers to as 

“information-as-process”, because it emphasizes the change that 

takes place in the searcher through interaction with information 

objects.   

Given that search engines are the main tools used to support 

IS&R activities on the Internet, it might be reasonable to think 

that they would provide support for the process of becoming 

informed. However, most search engines take a rather limited, 

transaction-based approach to web searching based on the 

“information-as-thing” approach [4].  To extend the knowledge 

gap metaphor, search engines are well-designed to retrieve sets of 

information objects that may fill the gap, but are not very well-

designed to support people as they interact with the information 

and build bridges to span the gap.  At the interface level, this 

limited approach to search system design has been exacerbated by 

the general perception that Google’s “less is more” approach is 

optimal.  

However, the lack of attention paid to the information interaction 

process is rooted more fundamentally in some of the key 

theoretical assumptions of the IR field. First among these, is that 

IR is primarily concerned with the relevance relationship between 

documents and user needs, rather than on learning, task 

completion or other broader process outcomes. Second, is that the 

goal of IR system design is to retrieve all the relevant documents 

and as few of the non-relevant as possible [5].  By focusing on 

balancing recall and precision, search systems do not provide 

good solutions for many searchers, who are simply seeking the 

shortest path to some level of information saturation. The third, 

expressed in the probability ranking principle, is that the best 

possible rank order of results is in decreasing probability of their 

relevance to the user. As noted by van Rijsbergen [5], this is 

highly problematic, as it assumes that the relevance of a document 

is independent of the other retrieved documents. In fact, we know 

that documents in a set may contain redundant or complementary 

information, and that the order in which the documents are viewed 

can have a major impact on relevance judgments [6, 7].  

While it is true that search engine users have become accustomed 

to sifting through long lists of disconnected results, the act of 

filtering, sorting and making sense of them still constitutes a 

major cognitive challenge.  It is unlikely that systems will start to 

address this challenge until IR evaluation frameworks are able to 

incorporate users and their goals in a meaningful way. Some 

notable work has been done in this area, focusing on using more 

realistic evaluation tasks, accommodating graded relevance 

assessments, and developing new and more realistic evaluation 

metrics [8-10].   Work at the TREC conferences has also begun to 

consider more user interaction issues, for example through the 

Web, HARD, and Novelty tracks, however much of  the 

evaluation work in these tracks continues to be devoid of user 

participation.  

2. DEFINING INFORMATIVENESS 
The intent of this paper is to re-introduce and discuss the 

applicability of the informativeness concept to web-based IS&R 

environments.  Informativeness is a user-centred concept for 

evaluating the effectiveness of a retrieval process, which was first 

proposed by Tague [11] 20 years ago. She updated  it some years 

later in response to the move from traditional text retrieval 

systems to  full-text interactive systems, “in which the searcher 

follows trails in online or ondisk databases, rather than scanning 

batches of ‘hits’”[1]. Tague and her students developed and tested 

the measure, but plans to validate it in a larger study were not 

realized after Tague passed away in the midst of the project in 

1996.   
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The concept of informativeness is based on a user-centred, 

subjective understanding of information.  Tague [11] cites Fox’s  

definition: “the information carried by a set of sentences …is the 

conglomerate proposition expressed by the sentences, a 

proposition which the originator of the sentences is in a position 

to know to be true…..[and] which the recipient can read and 

understand”[12]. Thus, the informativeness value of an 

information object or set of objects is determined by “the amount 

of information which it carries or conveys to an individual….in 

the context of a particular query or information need.”[11]   

Tague’s primary focus in developing the informativeness measure 

was to assess the value of interactive search processes and the 

impact of the order in which a set of retrieved information objects 

are encountered. Tague explains that at the process level, 

“Informativeness is … related to the completeness and ordering of 

the search trail with respect to some expected or ideal answer set. 

The information provided by a text is context sensitive, in that it 

depends on what has already been read, on the reading order.[1]” 

In considering how the informativeness of a search trail is affected 

by the order of display, Tague identified three types of document 

dependencies.  

Independence: an object is independent of other objects in the set 

if it deals with an aspect of the information need not covered 

elsewhere.  

Complementarity: an object is complementary if its 

informativeness is influenced or influences other objects in the 

set.  In this case, the order in which objects are displayed may add 

or detract from the overall informativeness.   

Referential (redundancy):  an object is in a referential 

relationship with other objects in the set, if it contributes no new 

information and does not increase the informativeness of the 

search trail.   

Informativeness is clearly related to the intertwined concepts of 

cognitive and situational relevance [13], as it depends on the 

extent to which information objects, both individually and in the 

aggregate, suit a users’ cognitive and practical needs with respect 

to the task of becoming informed. However, the concept of 

informativeness is more pragmatic than relevance. Relevance 

claims that an information object is related or suited to the 

information need in some manner, which implies potential 

usefulness. Informativeness, on the other hand, claims that a 

searcher has actually interacted with an information object or 

collection of objects and has become informed to some extent. 

Thus, while relevance is well-suited to the evaluation of document 

surrogates, which are used to predict the usefulness of the actual 

documents, informativeness has more to offer as a measure of 

information interaction in full-text environments, in which the 

searcher reads and becomes informed as part of the search 

process.   

Informativeness is also related to the concept of novelty, which is 

the main user-centered caveat to the probability ranking principle. 

Novelty has been studied to some extent by the IR research 

community, primarily in terms of novelty detection [14].  

However, novelty is only one aspect of informativeness, since the 

outcome of a process of information interaction may be affected 

by the many different ways in which information objects are 

related to one another and to the searcher, such as explanation, 

elaboration, confirmation, etc.  

Both at the level of individual information objects and at the 

aggregate level of an ordered set of results, informativeness is a 

subjective concept; a function of what individual searchers can 

extract, understand and make use of in order to become informed. 

It measures the value of a user’s interaction with information as 

guided by ranked system output, against a user-defined search 

path.  

3. MAKING USE OF INFORMATIVENESS 
Tague reasoned that given a set of search results, searchers can 

determine an ordinal utility function for that set. In other words, 

they are capable of determining a weak ordering of information 

objects (with some ties) based on their relative informativeness, 

and of determining a stopping point in the sequence.  In some 

cases, the information need may need to be broken down into 

distinct, ordered aspects to facilitate this ordering [15]. This user-

defined sequence represents the optimal sequence, which is then 

used to determine the relative informativeness value of each item 

in the sequence.  

Based on this formalization, Tague developed an informativeness 

measure that scores ranked system output compared to an optimal, 

user-defined sequence [1]. The measure is based on a number of 

assumptions:  

o The amount of information that an information object delivers 

varies from person to person, and will depend for each person 

on what has been previously examined.  

o A user can examine the information objects retrieved and 

place them on a continuum based on their relative 

informativeness, from their own perspective.    

o The informativeness of each information object is 

logarithmically related to the ones previously viewed, from the 

user’s perspective.  

o The overall informativeness of an ordered set of information 

objects is reduced when non-pertinent documents are 

presented or pertinent ones were presented in an order not 

useful to the user. 

The measure combines an initial user-defined informativeness 

score for each object in the set with a penalty when the system 

does not deliver the results in the optimal order defined by users 

at the time of the evaluation [15].     

4. MEASURING INFORMATIVENESS  
Few studies have applied the informativeness measure. Tague-

Sutcliffe [16] examined the search trails of 17 online catalogue 

searches. In this initial study to validate the metric, she found an 

82% correlation between user perception of informativeness and 

the value of the informativeness measure. 

In 1996 Toms and Tague-Sutcliffe [17] conducted two studies to 

apply informativeness to browsing. In the studies, ten and twenty 

participants, respectively, browsed and searched in digital 

encyclopedias. In both studies, participants performed two tasks: 

implicit, in which they were asked to browse anything of interest, 

and explicit, in which they were assigned a task with a defined 

goal. After each task was completed, participants did a ‘free 

recall’ of all articles on the assumption that those remembered 

were the most informative. Secondly, a screen capture video was 

replayed so that participants could identify search goals that 

emerged over the course of the session. Participants then matched 
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goals that emerged with the informative documents and ranked the 

documents in two ways: in the order they would have preferred to 

have viewed them, and in order of informativeness for the task.   

Using both the trail extracted from the screen video and the 

informative nodes specified by the users, informativeness was 

calculated for each task. Initial informativeness (i.e., the 

information contained in the documents) by task ranged between 

.78 and .95. When that result was penalized by the system delay 

for non-optimal ordering, informativeness dropped to between .5 

and .63. In the implicit task condition, participants were more 

likely to prefer the order in which the system presented the 

documents, but this was less likely in the explicit task condition.  

In these studies, measures of initial informativeness suggest that 

the systems are performing well at the 78 to 95% precision level. 

However, when penalized for not displaying the documents in the 

optimal order, the informativeness scores of the systems drop 

significantly.  

The most similar measure in use in laboratory IR evaluation is 

Cumulated Gain, which is one of a family of measures that 

introduce a penalty as the rank increases [18].  Like 

informativeness, Cumulated Gain can also accommodate graded 

judgments of document value. However, in addition to using 

document level assessment, informativeness tests the system 

against user-defined optimal-paths collected in situ at the time of 

the evaluation.  This is methodologically challenging, but has the 

potential to increase our understanding of how to best display 

search results, both in general terms, and with respect to particular 

user groups and situations.   

5. RETHINKING INFORMATIVENESS IN 

A WEB WORLD 
The informativeness measure was developed at a time when 

interactive hypertext search systems were still in their infancy, yet 

both as a concept and as an evaluation measure, it brings some 

interesting perspectives to Web-based IS&R.    

Objective document informativeness  

At the level of individual information objects, informativeness is 

primarily a subjective value, in that it will be influenced by the 

user’s need, task, preferences, etc.  However, unlike relevance 

which is an inherently relational concept, informativeness can also 

be viewed as an objective feature of a document, indicative of the 

raw potential a document has of informing a reader. This raises 

the question of how the objective informativeness potential of an 

object may be measured.  

 Tague [11] suggests that it may be a function of the topic 

coverage and cites work by Derr [19], who proposes combining 

the breadth of coverage measured by the number of propositions 

in a text, and the depth of coverage based on the specificity of the 

propositions.  In the web world there are any number of 

additional, non-textual features that may be indicative of 

informativeness, such as the number of links, the depth of a page 

in a web site, the structuredness of text, the number of images, the 

genre of the page, etc [20]. Recent research on entity extraction 

and question answering has explored statistical methods to 

identify the “informativeness” or discriminating power of words 

and sentences within texts and collections [21, 22], and these 

methods might also be applicable to determining a raw 

informativeness value for texts.  

Although measuring an information object’s potential for 

informing a user was not the focus of Tague’s work, developing 

such a measure could be of benefit to Web-based IS&R systems. 

In particular, it could be used to identify informational as opposed 

to navigational or transactional pages, and to weight these pages 

for particular types of queries. 

Informativeness of a search sequence 

Beyond the level of individual information objects, 

informativeness provides insight on the ordering of search results, 

one of the critical issues in search engine design. As noted above, 

Tague’s theoretical description of search trails identifies different 

types of dependencies between information objects [15]. Further 

exploration of these relationships, both theoretical and through 

empirical studies of user-defined search trails, could lead to a 

better understanding of the role of document dependencies in 

human information interaction.     

A major challenge in predicting search trails of optimal 

informativeness is their variability across diverse users and 

information needs. Tague [1] suggests that at a general level, trails 

vary along two main dimensions: length (number of information 

objects) and consistency (degree to which optimal trails are 

consistent over different users), and hypothesizes that these 

variables are dependent upon the nature of the information need. 

As examples, she notes that factual search trails are likely to be 

very short and quite consistent among searchers, while more 

complex tasks are likely to have longer and more varied trails.  

While individual differences will always influence preferences for 

the ordering of search results, it may be possible to make use of 

some of these contextual patterns based on tasks, information 

needs, domains, etc. to predict better search trails for different 

situations. For example, process models and genre systems used 

within organizational information environments could provide 

guidance in ordering results, by predicting the types of documents 

needed by searchers and the order in which they are needed.  

Generic models of the information seeking process [3, 23, 24] 

may also be of use. Given the large amounts of user behaviour 

data currently available in search engine logs, a fruitful approach 

may be to validate model-based predictions of optimal trails with 

data mining techniques.   

Web-based IS&R involves interaction with a much more diverse 

range of information objects, systems and interfaces than would 

have been part of the search process when the informativeness 

measure was developed. Given the current, richer interactive 

environment, it is possible that the concept needs to be extended 

to take into account the ways in which searchers are informed by 

the environment as well as the objects it contains. In this way, it 

would be possible to consider the role that environmental cues 

play in enhancing the informativeness of a search process and to 

consider how environmental informativeness could be improved. 

This reconceptualization would support holistic evaluations in 

keeping with the way in which people experience web searching 

as part of a broader interaction with the web environment.  

Practical Applications 

Informativeness evaluation can provide design input to search 

engines, with the goal of providing users with support for the 

process of becoming informed. In practical terms, search engines 

need guidance on the prediction of optimal sequences of results. 

These could be based on general search scenarios, or customized 
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to different task scenarios provided by the searcher. Search 

engines could then provide interfaces that allow searchers to 

interact with these results within an application that provides 

support for interaction with information. Alternately, search 

engines could provide toolbar tour guides, to walk searchers 

through static or dynamically updated paths through information.  

A third option is to retrieve search trails, rather than individual 

results, so that the hitlist would contain the starting points of the 

highest ranked trails, optimized for different kinds of information 

needs or tasks.  Some search engines (trexy.com, trailfire.com) 

have already begun to make use of the search trail concept, by 

allowing users to create and share their trails with others.   

6. CONCLUSION 
The value of reconsidering informativeness is that it has the 

potential to open up new ways of thinking about search systems, 

which extend beyond retrieval to support the broader interaction 

process.  It forces us to think about optimizing the paths which 

searchers take through information in order to maximize the 

amount of information they can absorb and make sense of.  

Informativeness is particularly valuable due to it flexibility. It can 

be measured both for single units of information (sentences, texts) 

and for search sessions involving interactions with multiple texts.    

Also, it can be measured as an objective textual feature, as well as 

a subjective measure of the interactivity between users and texts.  

There is considerable potential for the application of 

informativeness to Web-based information interaction and there 

are a number of open research questions of interest to the IS&R 

research community.   
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ABSTRACT
Browsing by similarity is a search tactic familiar to most
people but one that the web unevenly supports. We are in-
terested in user interface tools that augment the web with
links to help users navigate from one relevant document to
other relevant documents. We propose a combination of
simple metrics to measure the navigability of document net-
works. These measures provide for low cost evaluation of
the document networks formed by similarity measures and
other link creation methods.

1. INTRODUCTION
After a long and tiring search, a user finally finds a web

page relevant to the user’s information need. While the page
is relevant, it does not fully satisfy the user’s need. How
should the user proceed? If the page provides links to other
pages, the user can follow those links. Alternatively, the user
could follow links automatically produced by a tool that
examines the page’s content and provides links to similar
pages. Tools that allow a user to request a list of documents
similar to given document support the user interface feature
we call find-similar [9].

Find-similar provides the search user a means to travel
from one document to another. In effect, find-similar links
together documents into a network, and just as a traveler
in the physical world needs a good road system with direct
routes, the search user needs find-similar to produce links
that minimize the travel time to relevant documents. As
applied to the web, find-similar aims to create a more nav-
igable network by adding additional links to the existing
document network that consists of web pages and hyper-
links.

A find-similar tool embodies some document-to-document
similarity method. We would like to be able to test many
variations of document-to-document similarity in a low cost
manner. Testing different similarity measures with users is
likely to be excessively expensive and likely to show little
to no difference between similarity measures. Significant
differences in retrieval quality can fail to be detected in user
studies [4, 12].

The field of human computer interaction (HCI) has devel-
oped many methods of automated usability testing [5]. A
premise of usability testing is that an interface exists to be
tested. We would like measures of document-to-document

Copyright is held by the author/owner(s).
SIGIR’07 Web Information-Seeking and Interaction Workshop,
July 27, 2007, Amsterdam, The Netherlands.

similarity quality that are largely independent of the user
interface otherwise we would need to test the cross product
of interfaces and similarity measures.

Furnas [1] has developed a theory of effective view navi-
gation that is related to our goal of efficient navigation from
relevant document to relevant document. Furnas details his
theory in terms of two types of graphs: a logical graph and a
view graph.1 The logical graph represents how objects, such
as documents, are truly connected to each other. Furnas
gives the web with its hyperlinks as an example of a logical
graph. The view graph adds directed links to each node in
the logical graph and represents the ways a user who is view-
ing the current node can immediately get to other nodes in
the view. With find-similar, we are looking at ways to aug-
ment the logical graph and create a view graph that makes
it easier for a user to find relevant documents.

To achieve effective view navigation, a system needs to be
both efficiently view traversable (EVT) and view navigable
(VN).

To be efficiently view traversable, Furnas requires two
things. The first, EVT1, is that the views should be small,
in other words, the out-degree of each node should be low
when considering the view graph. The second, EVT2, is
that the distance from each node to each other node on the
viewing graph be short compared to the size of the overall
structure.

Furnas’ view navigability concerns itself with the “sig-
nage” aspects a of system. Links in the network need to
provide good “residue” of the objects reachable via the link.
Furnas’ residue is similar to Pirolli’s information scent [8].
In other words, the user needs the link labeled in a manner
that provides a form of lookahead. At the same time, the
label must be small. Simply providing a listing of everything
reachable via the link would provide good residue but would
result in too large of a label.

We see Furnas’ use of out-degree as an approximation of
the user’s cost to use the link. As such, while the links in
Furnas’ graphs are unweighted, we weight each link in the
network proportional to the time it takes a user to discover,
evaluate, and travel a link.

One of our two measures of document navigability is based
on the shortest paths between relevant documents. With re-
gard to EVT2 (shortest paths), the question for information
retrieval is not how easy is it to get from one document to

1We will use the terms network and graph interchangeably.
In each case, we are referring to directed graphs, which con-
sist of nodes and directed edges. Each directed edge con-
nects a source node to a target node [3].
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another, but how easy is it to get from a relevant document
to other relevant documents. The searcher cares about the
time to find relevant documents and not the time to travel
between arbitrary documents. With a weighted document
network, shortest paths now represent the optimal path for
a user to follow between two documents.

A network with paths shorter than another network may
actually be less navigable. For example, a randomly con-
structed network of low degree can have shorts paths be-
tween most nodes in the network. No user would be ex-
pected to navigate well in a random network.

Our other measure of network navigability aims to capture
the quality of the similarity measure given the neighborhood
it creates for a node. Hierarchical navigation networks such
as the Yahoo! or DMOZ directories of web sites are ex-
amples of the difficultly of providing good node residue to
achieve Furnas’ view navigability for large document collec-
tions. The links at the top of these hierarchies are broad
descriptions of the content available and offer little help in
selecting the correct links. While we agree with the need for
good link labels, with respect to the network structure, the
network should be locally navigable. We are interested in
document networks linked primarily at a local level — doc-
ument to document. A good similarity measure produces
links from relevant documents to other relevant documents.
A random network would do poorly on this measure of nav-
igability.

We propose using these two measures in combination to
evaluate the navigability of a document network. When
comparing two similarity methods, the better method should
produce a network that is more navigable given both mea-
sures. We next discuss the two measures in detail.

2. PROPOSED MEASURES
Given a user’s information need or search topic, a perfect

similarity method for find-similar makes the topic’s relevant
documents most similar to each other. This is a restate-
ment of the cluster hypothesis[6]. If a user finds a relevant
document, and we have a “cluster hypothesis made true”
similarity method, all a user needs to do is to request sim-
ilar documents and the user will retrieve all of the relevant
documents.

To measure the cluster hypothesis, Jardine and van Rijs-
bergen plotted the distributions of relevant pairs (R-R) and
relevant and non-relevant pairs (R-NR) to visually deter-
mine the extent to which the cluster hypothesis was true [6].
This same procedure was examined in more detail by van Ri-
jsbergen and Sparck Jones [13]. Griffiths, Luckhurst, and
Willet replaced the visual inspection of the distributions
with a measure of separation of the two distributions called
the overlap coefficient [2].

Voorhees [14] pointed out that the relative frequency of
very similar R-NR pairs is reduced by the large number of
R-NR pairs in comparison to the number of R-R pairs. As
an alternative, Voorhees proposed the nearest neighbor test,
which counted the number of relevant documents found in
the n nearest neighbors of a relevant document. Voorhees
set n = 5. Voorhees’ test is equivalent to examining the
precision at 5 for the ranked lists produced by using relevant
documents as queries. In place of precision at 5, any other
retrieval metric such as average precision could be used in
a similar manner. Using average precision would result in
the computation of a mean average precision (MAP) for each

given topic where each relevant document for that topic acts
as a query. Voorhees’ methodology has an added benefit
that it is a measure that is more closely mapped to user
notions of distance and separation.

We use Voorhees’ methodology to measure the local qual-
ity of the document network. For each relevant document,
we measure the average precision given the ranking of the
document’s neighbors formed by taking the weighted links
as each neighbor’s retrieval score.

A potential problem with the above mentioned measures
of the cluster hypothesis is that they fail to accommodate
the triangle inequalities that make the cluster hypothesis
so appealing. We want to reward a similarity measure for
making it easy to get from relevant document A to relevant
document C by going first from A to relevant document B
and then from B to C even if the similarity measure con-
siders A and C to be dissimilar. To capture this feature
of similarity and the value of navigating from document to
document, we turn to a measure of the distance between
documents measured on the network.

2.1 Document Networks
In a document network, the nodes represent documents

in the collection and the edges represent a user’s ability to
traverse from a given document to another document via
some user interface.

We aim to weight the links between documents in a man-
ner that approximates the user’s cost to find that link. Given
a document-to-document similarity measure embodied by an
implementation of find-similar or other user interface fea-
ture, for each document in a collection, we can compute a
ranking of all other documents in that collection. While at
best a crude approximation of user cost, we follow tradi-
tional information retrieval metrics and set a link’s weight
equal to its rank.

In some cases, we will have a document network but will
not know the similarity measure. An example of this is the
web graph. The links on a web page can be taken to be a
ranking of the other web pages. For the links in the page,
the top most link is given a rank of 1 and then the next
link a rank of 2 and so forth. For many web pages, it may
not be obvious from the HTML or even the visual layout of
links what that proper ordering of links should be. Thus, an
alternative that we follow in our experiments is to give all
links a weight equal to the number of links plus 1 divided
by 2, i.e. the average ranking. For example, each link on a
page with 9 links will get a weight of 5.

Using document rank as our distance also provides us with
another benefit. If we assume that shortest paths between
relevant documents avoid passing through non-relevant doc-
uments, then we can delete the non-relevant documents from
the graph and obtain the same results for the shortest paths
between all pairs of relevant documents. Deleting the non-
relevant documents produces what we term a relevant doc-
ument network.

We obtain a substantial computational savings by delet-
ing the non-relevant documents to form a relevant docu-
ment network. For the relevant document network, we only
need to calculate similarity information for the relevant doc-
uments rather than for all documents.

If non-relevant documents were to be on the shortest paths
to relevant documents, relevant documents should have non-
relevant documents as common neighbors. The cluster hy-
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Non-Relevant
10 20 100

Minimum 0.000 0.000 0.003
1st Quartile 0.018 0.024 0.039
Median 0.036 0.044 0.069
Mean 0.057 0.066 0.091
3rd Quartile 0.066 0.080 0.119
Maximum 0.593 0.717 0.543

Table 1: The average overlap coefficient among the
top N = 10, 20, 100 ranked non-relevant documents
in the nearest neighbors of relevant documents for
TREC topics 301-450. For example, the mean frac-
tion of non-relevant documents in common is 0.066
or 6.6% for the top 20 highest ranked non-relevant
documents.

pothesis says that relevant documents share something in
common to make them more similar to each other. In con-
trast, there is a limitless set of reasons that a document is
non-relevant.

As a quick test of the extent to which non-relevant doc-
uments are common neighbors of relevant documents, we
took the TREC topics 301-450 and we measured the over-
lap of the first N non-relevant documents occurring in the
ranked lists produced by using a relevant document as a
query. The document collection for topics 301-450 is com-
prised of newswire and government documents. While not
a web collection, we feel it gives insight to this issue.

Our measure of overlap was the overlap coefficient:

|A ∩ B|

min(|A|, |B|)

where A is the set of N highest ranked non-relevant docu-
ments for relevant document A and similarly for document
B. For each topic we computed the average overlap over all
pairs of non-relevant documents and then computed sum-
mary statistics over all 150 topics. Table 1 shows that the
amount of overlap is quite small with the mean overlap for
N = 20 being 0.066 or 6.6% and three quarters of the topics
have an overlap of 8% or less. Thus it appears that non-
relevant documents play a role more akin to “noise” than
as potentially useful stepping stones between relevant doc-
uments.

The assumption that a user will not navigate through
non-relevant documents does not hold for document net-
works such as the web. On the web, links have a mixture
of types. Some links go directly to other content rich pages
while other links may go to a navigational page. Many nav-
igation pages are not likely to be considered relevant pages
in and of themselves. Imagine for example a web site that
provides a find-similar link from each content page. The
find-similar page is for navigational purposes and may link
to a relevant page, but is not in itself a relevant page. By
requiring paths to only go through relevant pages, for a sim-
ilarity measure such as the web graph, we could cut off valid
paths.

The relevant document network should only be used in
situations where the document network is formed using a
feedback-like technique such as find-similar. The relevant
document network provides a reasonable upper bound on
the shortest path where there is little sense in a user search-

ing for relevant documents starting from a non-relevant doc-
ument. While a non-relevant document may bridge two rel-
evant documents, how would a user know how to decide be-
tween the good non-relevant documents and the bad ones?
In a feedback situation, the user would be forced to “lie” to
the system and judge a non-relevant document relevant.

2.2 Proposed Shortest Paths Measure
Given a weighted document network, we can efficiently

compute shortest paths using Dijkstra’s shortest paths algo-
rithm or the Floyd-Warshall all pairs shortest paths (APSP)
algorithm.

Distance on our weighted document networks represents
the number of documents a user would need to examine
by reading link labels such as document titles and sum-
maries before reaching the other document. Other weighting
schemes could approximate the individual costs of discover-
ing, evaluating, and traversing links more closely.

Our proposed metric computes on a per topic basis, for
each relevant document the mean reciprocal distance of all
other relevant documents. Thus, the mean reciprocal dis-
tance of relevant document Ri is calculated as:

MRD(Ri) =
1

|R| − 1

X
Rj∈R,j 6=i

1

S(Ri, Rj)
(1)

where R is the topic’s set of relevant documents, |R| is the
number of relevant documents, and S(Ri, Rj) is the shortest
path distance from Ri to Rj . For each topic, we average the
MRD over all the known relevant documents, and finally we
average over all topics to produce a final metric. Because
our minimum distance is 1, this metric ranges from 1 for the
best possible score to 0 for the worst.

This measure is essentially the same as Latora and Mar-
chiori’s global efficiency measure [7]. Latora and Marchiori
normalize the measure by dividing by the maximum possi-
ble efficiency in situations where the maximum efficiency is
not 1.

3. EXPERIMENTS
We applied these two measures of navigability to three

document networks: the web graph as represented by the
wt10g TREC web collection, the document network formed
on the same collection using a simple content based document-
to-document similarity, and the combination of these two
networks.

Soboroff [11] has shown the wt10g collection to have struc-
tural characteristics similar to the web. We used the TREC
2001 web ad-hoc topics numbered 501-550. Each topic de-
fines a set of relevant documents. We do not use the topics’
titles or descriptions in any way.

We constructed the web graph using the wt10g out links
file. To compute the document-to-document content simi-
larity, we created a maximum likelihood estimated model of
each document. We truncated each model to consist of only
the document’s 50 most probable terms. Using this model,
we measure the similarity of the other documents using the
KL-divergence. We used Dirichlet prior smoothing and set
its parameter to 1500. We stemmed using the Krovetz stem-
mer and used an in-house list of 418 stop words. We used
the Lemur toolkit for our experiments.

The content similarity network is a relevant document net-
work and as such it only has links from relevant documents
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Mean Average Precision
Web Content Sim. Mix

Minimum 0.000 0.003 0.003
1st Quartile 0.000 0.045 0.040
Median 0.000 0.073 0.067
Mean 0.002 0.101 0.093
3rd Quartile 0.002 0.140 0.131
Maximum 0.022 0.375 0.375

Table 2: The mean average precision for the three
document networks where “Mix” is the combination
of the web and content similarity networks.

Mean Reciprocal Distance
Web Content Sim. Mix

Minimum 0.000 0.002 0.004
1st Quartile 0.003 0.022 0.029
Median 0.004 0.034 0.040
Mean 0.005 0.064 0.071
3rd Quartile 0.006 0.052 0.061
Maximum 0.024 0.750 0.750

Table 3: The mean reciprocal distance for the three
document networks where “Mix” is the combination
of the web and content similarity networks.

to other relevant documents as described in Section 2.1. We
only included content similarity links that had a weight of
100 or less.

Tables 2 and 3 show the results. These tables show the
summary statistics across the 50 topics for each measure.
For example, in Table 2 the web has at least one topic for
which the mean average precision (MAP) was 0.000. A topic
with a MAP measure of 0.000 means that the average rele-
vant document has no hyperlinks to any other relevant doc-
uments. For example, topic 548 has only two relevant pages.
Neither page links to each other. Thus, for topic 548, each
page has an average precision of 0 and the mean average
precision for the topic is 0. This does not mean there isn’t a
path from relevant document to relevant document. Also, it
may not be the case that the worst or best score for one net-
work is the same topic that is the worst or best for another
network.

The web alone does not appear to provide good naviga-
bility either locally or globally. The content similarity links
appear to be much more navigable. This echoes our other
findings where we found that adding 10 content similarity
links to web pages brings relevant documents closer to each
other [10]. In this other work we gave all links a weight of
1 and only looked at distance on the graph between rele-
vant documents. While a small effect, compared to content
similarity alone, combining the two networks hurts the lo-
cal navigability (MAP) while helping the global navigability
(MRD).

4. CONCLUSION
We have proposed measuring the navigability of a docu-

ment network using two measures. The nodes in the network
represent the documents in the collection and the directed
links represent the ability of a user to traverse from a source

document to a target document. The weight of a link is set
proportional to the user’s cost to find, evaluate, and tra-
verse the link. One measure captures a local and the other
a global quality of the network. The local quality of a net-
work can be measured as follows. For each relevant docu-
ment, we rank a document’s neighbors by their link weights
and measuring the average precision of this ranking. The
measure of local quality is the mean average precision for
the relevant documents. The global measure captures the
cost to follow the shortest path, navigating from a relevant
document to another relevant document. For each relevant
document, we measure the mean reciprocal distance to all
other relevant documents. The overall measure is the av-
erage of these mean reciprocal distances. Together, these
two measures should give us a good understanding of the
navigability of a document network and allow us to design
similarity methods that construct more navigable networks.
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ABSTRACT 
In this paper, we introduce a new approach to measuring search – 

engagement - a holistic metric that encapsulates the user’s 

experience in the process of search. As an outcome measure, it 

aggregates the user’s experience to measure a higher order 

construct. In addition, we discuss the challenges of measuring the 

engagement of search as a process, in which the process is 

composed of a series of engaging episodes. 

Categories and Subject Descriptors 
H.3.3 [Information Search and Retrieval]: Search process  

General Terms 
Measurement, Performance, Human Factors. 

Keywords 
Interactive search; engagement 

1. INTRODUCTION 
The measurement of search has had a protracted history. Initially 

the focus was on search results or outcomes and their relevance. 

In the past decades measurement has become dichotomous with 

document-centric relevance (i.e., topical relevance) and user-

centric relevance. More recently an interest has emerged in 

evaluating the user experience and the activities that occur 

between activation of a search goal and its outcome.   

At the same time, the practice of search has been influenced by 

developments in self-serve technologies and the emergence of 

user-system interactivity for the average consumer. The newer 

approaches now consider the journey to be at least as important as 

the destination, and that journey is informed by a host of 

variables: characteristics of the user or information consumer, the 

task the consumer is attempting to achieve, the resources that exist 

(and/or are available), the technology that is accessible to the 

consumer, the situation in which the consumer currently exists, 

and the environment in which all of the activities take place. 

The challenge however becomes how to assess the users’ holistic 

experience on that journey, and to determine the system, task, and 

contextual variables that contribute to it. Thus far we have been 

successful at measuring search outcomes.  From a systems 

perspective, the system may be functional (or not), that is, it may 

be capable of delivering topically relevant to a set of query words 

results; from an information consumer perspective, the consumer 

may be satisfied with the job, or may find the results pertinent, 

relevant and/or useful. But no metric exists to reflect on the 

totality of that experience in terms of both the process and the 

outcome.  In this paper, we propose a new metric for the 

assessment of search and discuss the challenges of developing the 

metric to assess outcome and process. This new metric, 

engagement, is representative of the information consumer’s 

holistic search experience. 

2. MEASUREMENT IN IR 
To date, measurement of search typically measures outcomes. 

Those outcomes are assessed as search effectiveness (e.g., the 

ability to find the information sought, the user’s judgment of the 

relevance or merit of the search results), search efficiency (e.g., 

the time taken to complete the search task), and user satisfaction, 

arguably only one affective element of the experience. These are 

summative measures that assess the end result. Notably, these are 

confounded by the multiple definitions of relevance (e.g., 

Sarecevic, 1997), and tend to reflect a system-centric focus on 

topical relevance. None of these consider search as a journey.   

For the most part, past models of information retrieval have 

focused on the transition from beginning to end [1]. As such, the 

process of search has been narrowly defined as a series of actions 

or search states: e.g., formulating queries, examining search 

results and web pages; these activities are performed iteratively 

until the search is abandoned or completed [14], with attention 

given to the cognitive processes [9] or strategies [2] that 

accompany them.  Yet, we know that interactive searching is more 

than outcomes – it is an experience.   

In addition to metrics, part of the challenge in measuring the 

search process is the methods used in data collection. Typically 

the search is evaluated by the usability of a technology or by the 

consumers in relation to their search goals. In the past decade, 

attention has moved to transaction logs which, on an aggregate 

level – the search engine – are limited to what the searcher looked 

at, but not what the searcher looked for. These data have 

included, on the server side, numbers of queries typed and 

numbers of web pages browsed; more useful data describing the 

process has been collected at the client-side, e.g., mouse clicks, 

composition of the queries entered, websites visited, rank of 

search results consulted and so on.  
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The methods hat have had the most promise for assessing the 

journey are think aloud and stimulated recall protocols. Think 

aloud, a technique that requires the searcher to articulate what is 

going on in head, is not suitable for evaluating complex search 

tasks and for assessing the process used [16].  In addition, think 

aloud forces the user to divide their attention into two cognitively 

competing actions. Stimulated recall, on the other hand, is a 

retrospective account that requires the searcher to ‘narrate’ the 

process, post search [5]. This is usually done as video screen 

captures of the search are being replayed.  Immediacy can be a 

factor in this case with recall accuracy diminishing over time 

[16].There is also the question of whether users will interpret their 

actions differently post-search than they did ‘in the moment’. 

3. A NEW METRIC FOR SEARCH 
To understand the process of interactivity with applications, we 

investigated the holistic experience of web searchers (and 

contrasted their experiences with those of online shoppers, video 

gamers and students in an online course). We predicted that all of 

our users would state that they were able to accomplish their 

shopping or searching tasks, play the video game, or take part in 

an online class. We felt that parts of their experiences would stand 

out in their minds, not because they were able to complete a task, 

but because they achieved something of a higher, more 

experiential magnitude; we articulated this as being engaged.   

Engagement has been deemed “a subset of flow,” “flow in a more 

passive state,” and “flow without user control” [20].  Flow, the 

condition “in which people are so involved in an activity that 

nothing else seems to matter; the experience itself is so enjoyable 

that people will do it even at great cost, for the sheer sake of doing 

it” [4, p. 4],   has been used to predict and design for flow 

experiences [6], and to understand users’ reactions to and 

motivations for using applications [8].  We believe that 

engagement may share some attributes with flow, such as focused 

attention, feedback, control, goal- and activity-orientation, 

intrinsic motivation, and the creation of meaning [4].  However, 

we believe that users can be engaged when they are extrinsically 

motivated. In addition, the original theory of flow focused on the 

user, where the task (e.g. painting a picture) or medium (e.g. easel 

and brush) are irrelevant.   If we are to design for engagement 

with computer applications, we must also determine the 

significance of the task and system variables in terms of the 

reactions they evoke in the user. 

An extensive literature review was undertaken to ascertain 

previous uses of the engagement construct.  The analysis revealed 

that engagement is widely used, but has no operational definition. 

Furthermore, there was no consensus on the attributes of 

engagement. From this work, we developed a theoretical model of 

user engagement in order to better understand users’ engagement 

with technology.  Our model suggested that engagement is a 

process-based interaction in which there is a beginning, middle, 

and end, and that, concurrent with attributes suggested in previous 

research, is characterized by attention, challenge, feedback, 

control, novelty, interest, and motivation [11]. 

To investigate the process of engagement, we conducted a study 

with seventeen adult computer users of four different 

technologies. Our semi-structured interviews used the critical 

incident technique (Flanagan, 1954). Participants were asked to 

recall a time in recent memory when they felt engaged during an 

online shopping, searching, or learning task, or while playing a 

video game.  To assist them, semi-structured interview questions 

were asked about whether the activity was voluntary or 

mandatory, the duration and expectations for interacting with the 

technology, and description of the specific topics or tasks 

associated with the activity. Some interview questions were 

designed to elicit users’ impressions of their experience in lieu of 

the attributes of engagement identified in previous research (e.g., 

“How focused were you on the activity?”).  Other questions asked 

interviewees to think about and describe a specific point in the 

experience (e.g., “Why did you decide to stop searching the 

Web?”).  The same semi-structured questions were administered 

to all participants, but their order varied to permit a natural flow 

of conversation between the interviewee and researcher.   

We found that users achieved a higher order level of interaction 

that was characterized by varying degrees of attention, challenge, 

feedback, control, novelty, interest, and motivation. It was clear 

that the affective and sensory appeal of the experience was 

important to participants who expressed a range of emotions that 

were positive (e.g., feeling excited by the information one is 

finding during a search) as well as negative (e.g., feeling guilty at 

the amount of time spent browsing a website for pleasure). This 

experience was episodic in that participants indicate having 

multiple episodes of engagement. For instance, one online 

shopper discussed returning frequently to an online bookstore, 

typically going to the site to look “for a particular item, or 

information about a particular item” and other times to browse for 

pleasure, while another shopper returned to a leather goods 

website several times, debating whether or not she would 

purchase a wallet.  In addition, each episode clearly had a point of 

engagement (e.g., shoppers and web searchers wanted to find “a 

particular item or information about a particular item” often times 

“out of personal interest”, a period of sustained engagement 

(described by one gamer as physiological response of feeling 

“emotionally involved”), a point of disengagement (e.g., 

participants who shopped, searched the Web or played video 

games chose to “cut themselves off”), and a point of re-

engagement. For instance, a searcher disengaged from a particular 

website that presented information in a cluttered way, but re-

engaged with a different website that had more aesthetics and 

informational appeal. Participants were more likely to indicate 

willingness to use an application in future when the experience 

represented engagement. 

Notably, each of the attributes was present in all applications, 

though it appeared that the attributes varied in their degree and 

manifestation by application. For example, the reasons for 

participants internal motivations varied according to the desire to 

learn (webcast viewers, web searchers), locate an item (web 

searchers, shoppers), or have an experience. A search had multiple 

episodes of engagement over the course of a search from the 

initiation to the cessation of the search. At the end of the search, 

the searcher expressed an overall perception of the engagement 

quotient of that experience. 

Engagement, however, did not apply generally across all searches. 

In some cases this was due to usability issues.  Of a website that 

kept allowing pop-ups, a Web searcher stated, “I’m like ‘forget 

it’, and I never went back to it…It’s not that important. Really, if 

it’s that much work for me to get to see it, then it’s not worth it.”  

Additionally, a user performed a fact finding search that satisfied 
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their information goal, but had little experiential value.  Yet, for 

those searches that extend beyond fact-finding and do not run into 

usability problems, engagement was an element of the process, 

and, we believe, an important success factor of the experience.  

It may also be that only certain components of an experience with 

an application are engaging.  For instance, when shopping online 

the routine task of filling in shipping and billing information may 

not be as stimulating as browsing for products, and interacting 

with different views, styles, colours, etc. of a product.  However, 

to prevent users from disengaging, the routine activities must be 

facilitated and made easy, so that the more engaging aspects of the 

experience resonate with users and keep them coming back.   

4. ENGAGMENT QUOTIENT 

4.1 Measuring Engagement  
From our analysis, it was clear that engagement could be 

interpreted in several ways. First, participants had a sense of 

engagement as an aggregate variable. That is, engagement could 

be expressed as a perception of the totality of the experience, e.g., 

“that was an engaging experience.”  In addition, participants 

indicated that aspects of the experience were engaging, 

representing the episodic-like experience described above.  

4.2 Engagement as Outcome 
Our first approach was to develop a metric of engagement that 

represents the outcome – the totality of the experience.  Currently 

we are developing an instrument to assess the “engagement 

quotient” of web searching and contrasting it with online 

shopping. This instrument was constructed based on the attributes 

uncovered in previous literature and the interview study.  We 

generated questions from existing measures, such as the 

determinants of subjective experience (e.g., challenge: “I feel I 

have been thoroughly tested”) [18] and comments of our 

interviewees (e.g., attention: “I was intent on what I was doing”).  

Our scale is undergoing a series of tests to assess its reliability and 

validity. First, we are administering the survey to reduce it to the 

most parsimonious set of items that address the attributes of 

engagement to determine internal consistency of the items for 

each attribute.  Second, a large-scale survey will then be 

undertaken to understand how these attributes are related to each 

other and to an engaging outcome. Third, we will administer the 

survey in two experimental studies: one will assess the survey’s 

generalizability to another search application; the other will 

juxtapose two interfaces with similar usability and content – one 

designed to be unengaging and the improved version – to 

determine the validity of the instrument: results are expected to be 

different for an engaging and non-engaging interface. The 

outcome from this process will be an instrument that measures the 

engagement quotient of a user’ experience with a search system. 

4.3 Engagement as Process 
While our initial work has been valuable in ascertaining the 

composites of engagement and evaluating its relationship to 

system and task characteristics, the engagement quotient 

instrument is not a tool for measuring engagement as a process. 

The next phase of our research will address: How do we measure 

the ‘ebb and flow’ of engagement throughout a search session? 

How do we match metric with attribute? Is there a single metric 

that captures engagement as process in the same way that our 

Engagement Quotient Instrument will do in the case of outcomes? 

Our thinking in this regard is informed by Saracevic [13]. 

Saracevic [13] outlined the idea that feedback from the system or 

the environment can change the course of interaction, causing the 

user to modify or change interests, goals and strategies.  He 

highlighted the importance of investigating these changes: “Shifts, 

relatively little explored events, are probably among the most 

important ones that occur in interaction.”  Similarly, the four 

stages of the engagement: point of engagement, engagement, 

disengagement, and re-engagement may occur subtly during 

interaction and represent a potential shift in the interaction. At the 

same time, a search undergoes syntactic shifts, from entering 

search queries to selecting from lists, to examining content.  

The challenge is in first identifying when an engagement episode 

occurs – the point of engagement. This is not a physical point in 

the search process, but a conceptual point in which the 

interactivity. It is equally challenging to identify the 

disengagement point. We know that at both ends there will be a 

significant change in the intensity of the attributes. But how will 

we know when those two points occur? This may not even be 

something that searchers can conscious say.  

The answer, we believe, lies in the use of biometric data that can 

be collected in a relatively unobtrusive way. Eye monitoring data 

holds promise in this area.  Among the many measures used in eye 

tracking, pupil dilation has been interpreted as individual’s level 

of arousal and interest in the content of what they are viewing [7] 

and blink rates have been equated with task difficulty or 

experience mental workload [15]. Mandryk [10] used galvanic 

skin response to evaluate affective reactions to video games.  We 

are currently exploring which of this metrics are appropriate. 

Traditional process measures (e.g. mouse clicks, time) may be 

used to identify shifts in the interaction, but they cannot be used 

to identify a moment of engagement. We speculate that once the 

points of engagement and disengagement are known, then a 

searcher may exhibit a pattern of input-response (e.g., mouse 

clicks) that can be associated with being engaged. Notably 

examining numerous websites and accumulating a lot of mouse 

clicks are generally considered inefficient. However, to the 

information consumer, it may be engaging, especially if the 

consumer was “caught up” in the interaction and highly interested 

and focused on the search task.  Thus while excessive mouseclicks 

are normally associated with inefficiency, it is highly probably 

that the pattern may suggest a period of intense engagement. 

In addition to a low level analysis of user interactivity, the answer 

may also lie in a more holistic examination of the process. Recent 

work by Oliver and Pelletier [12] addressed the issue of 

evaluating process using an Activity Theory approach.  Activity 

Theory, which examines the users’ intentional actions on an 

object as mediated by a symbolic (e.g. language) or embedded 

(e.g. computer) tool, was used to study earning through 

educational video games.  [12] observed activities, actions, and 

operations during game play and deducted whether or not there 

was evidence that learning had occurred (for example, if the 

player tried another activity after the last one had failed).  

Cognitive Work Analysis (CWA), which examines the strategies 

people use to approach their work and the social and 

organizational constraints they encounter [3], may also be a useful 

framework to operate in when studying process.  It takes into 
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account the user, the system, the techniques they employ to carry 

out tasks, and the greater social context in which they operate in. 

[19] proposes three levels of techniques for operationalizing 

CWA: input/output constraints (e.g efforts initiated to carry out 

the task), sequential flow (e.g. charting the sequence of 

procedures from task start to finish, and timeline, which places the 

actions in appropriate order indicates their duration.  This 

framework may offer some insights for exploring the task aspects 

of search engagement.  Specifically, what are the input and output 

constraints on users as they try to become engaged with different 

systems?  How can examining users’ sequential flow and timeline 

contribute to an appreciation of engagement as process, and the 

peaks and valleys users experience during a single encounter?   

While Activity Theory and Task Analysis do not assess the 

actions users in conjunction with their intentions or account for 

prior knowledge, they do offer a useful framework to assess 

process, and, more specifically, the engagement during the search 

process. For instance, are there behavioural cues unconscious to 

the user, such as facial expressions that might denote 

concentration, which might help us to understand process? 

Certainly the idea of observing users is not novel, but are there 

ways in which we could triangulate it and other process data 

collected in key strokes and mouse clicks?  And could this 

strategy be streamlined and implemented in interactive 

information retrieval research to standardize our methodological 

processes so that, as a community, we can acquire a more holistic 

and corroborative sense of search process? 

5. CONCLUSIONS 
Today we are working toward viewing information search through 

a contextual lens that incorporates the physical, cognitive, and 

affective components of the user, the nature of the task they are 

performing, and the usability of a system, all of which are 

influenced by situational demands, encapsulated by the 

information environment. Search under these conditions is not a 

simple transaction; it is a form of information interaction, an 

integrated process of locating information (via querying and 

browsing), within the parameters of a context or situated action, 

facilitated by previous experience and knowledge [17].  We need 

to consider search as a holistic experience and develop metrics 

that will assess that experience. Our work has identified a number 

of key attributes that we have combined in the concept of 

engagement. This concept is measured in the aggregate but it is 

challenging to measure as a process. 
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ABSTRACT
In this paper we introduce a framework for logging user in-
teractions with an intranet search engine. In this initial
study we evaluate if, through an extension of the logged at-
tributes, we can gain a more accurate picture of the search
process, and moreover practically apply this data as a means
of measuring the system’s performance. We test the use-
fulness of our logging scheme by relating several proposed
measures of system performance to a manually generated
ground truth.

General Terms: Performance, Experimentation

Keywords: Query Log, Clickthrough, User Interaction

1. INTRODUCTION
Clickthrough data, stored records of user interactions with

an Information Retrieval (IR) system, have been the subject
of various recent research.

Early research efforts of using recorded user data have fo-
cused on using it as a means of acquiring a picture of the
search process. In the domain of Web search, most of the
early research in this area has concentrated on making use
of this kind of data in order to uncover basic statistics of
Web search. Moreover, various approaches have explored
the direct integration of clickthrough data into the retrieval
process to improve the precision of an IR system. In this
paper, we report on a framework for the logging of user inter-
actions in the context of an organisation’s intranet, namely
the Computing Science Department (DCS) of the University
of Glasgow. Our proposed logging scheme is based on the in-
troduction of a taxonomy of loggable items. The main focus
of our research lies in identifying log-based measures that
will allow us to infer the underlying system’s performance,
and improve our understanding of the users behavior. Our
ultimate goal is to be able to use this knowledge to tailor
the system to better meet its users needs, and to devise
new system improvements. The remainder of this paper is
organised as follows. Section 2 examines related work. In
Section 3 we describe the underlying IR system and our log-
ging scheme. Section 4 introduces our research hypothesis.
Section 5 reports on the conducted experiments. In Section
6 we report on our results and conclude the paper in Section
7 by providing ideas for future extensions of this work.

Copyright is held by the author/owner(s).
SIGIR WISI ’07 Amsterdam, The Netherlands

2. RELATED WORK
The analysis of clickthrough data as a means of determin-

ing the basic metrics of Web search has been performed on
several log files obtained from commercial WWW search en-
gines. An overview and discussion of several studies focused
on analysing log files, and a proposed framework for research
concerning Web search log analysis is given by [4]. The di-
rect integration of click data into the retrieval process has
been explored in various research projects aimed at increas-
ing the performance of IR systems. Xue et al. [8] for exam-
ple explored the usage of data fusion techniques to combine
query data with the original document content and also the
linear combination of full text score and clickthrough data
score. Moreover several studies based on utilising implicit
feedback in order to measure user satisfaction and user inter-
est have been conducted. In [2] Fox et al. explored the usage
of implicit feedback, including clickthrough data, that was
collected via an extension to participating users’ browsers
as a means of measuring a user’s satisfaction. Our research
differs from most of the reported work in the domain of pure
log file analysis in that we are applying an extended logging
scheme that is tracking a total of twelve attributes as op-
posed to the commonly reported sets of three to four logged
features. We limit our observation of user behavior to the
direct interaction with the search engine and do not apply
any form of browser instrumentation. We do not integrate
clickthrough data directly into the retrieval process. The
main focus of our research lies in acquiring knowledge that
can be used to improve the retrieval process.

3. LOG MECHANISM AND UNDERLYING
IR SYSTEM

Our logging framework is operating on top of the search
engine of the Computing Science Department of the Univer-
sity of Glasgow. The underlying corpus consists of around
60 thousand documents, which are crawled and indexed on
a daily basis. The engine can be accessed from the depart-
ment’s home page as well as from various other sites such
as the home page of the Information Retrieval group, and
various pages of individuals. For each result listing on the
result page the engine provides the title, the URL and a
query-biased snippet summarizing the document. It is of
note that the corpus consists of two distinct parts: The col-
lection of publicly accessible documents, and the collection
of intranet web pages which can only be accessed by users
from within the department. The majority of the Web pages
in the externally visible corpus are related to either teach-
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ing and course information, research, or personal and group
homepages. In contrast to that, the majority of pages within
the internally accessible corpus is dedicated to administra-
tive and financial issues. The search engine is based on
the Terrier Information Retrieval platform [6]. Conducting
the research in the domain of our own department features
several key advantages such as for example, the potential
access to several key groups of people such as the authors
of the Web pages, the administrators of the search engine,
and the group of internal users. Moreover a high familiarity
with the information expressed in the documents contained
in the corpus eases manual assessment of the recorded log
data.

Before introducing our logging scheme we would like to
cast light on the logging sets reported in previous research
studies. It is noticeable that many of those studies [1, 5, 7]
do not explicitly mention the reasoning behind picking the
specific set of listed attributes. Common to most reported
research is the logging of the following attributes: Times-
tamp, unique user identifier, and query. As outlined by the
reported research in the previous studies, this set allows for
query-related and basic user-related analysis. Another com-
mon set of logged attributes that can be found in literature
consists of the following fields: Timestamp, user identifica-
tion, query, and URL of clicked document. As stated before,
our initial aim lies in being able to measure system perfor-
mance and to detect system anomalies. Our long term goal
lies in utilizing the logged data to increase the users sat-
isfaction by devising improvements tailored directly to the
users needs, and by identifying ways to customize the search
process to specific groups of individuals such as for example
students, researchers, or staff. With these targets in mind
we devised our set of loggable attributes. We log a total of
12 features. In our quest to identify potential attributes we
have devised a taxonomy of loggable features that is shown
below.

• user-related attributes: unique user id (1), internal-
external (2)

• request-related attributes: query (3), submission ori-
gin (4), query submission timestamp (5)

• engine-related attributes: total number of retrieved
documents (6).

• result-related attributes: snapshot of the search engine
result page (SERP) (7), URL of clicked document (8),
rank of clicked document (9), click occurrence times-
tamp (10), SERP-navigation (11), snapshot of clicked
on document (12).

Our initial set of logged features is outlined in Figure
1. The bracketed numbers listed after each attribute corre-
spond to those given in Figure 1. In our experience, struc-
turing attributes in this way can ease the identification of
potential features that could be logged. By taking a look at
the taxonomy it is easy to identify further possible exten-
sions to our initial logging scheme. Concerning user-related
attributes for example, potential additional features could
be the used browser and IP address. However, in this case
we neglected logging these attributes out of respect to the
users privacy. In the future we plan to extend the taxonomy
by adding a category of corpus-related items that will log at-
tributes such as the number of added or deleted documents,
or the general level of change in the corpus.

Figure 1: Visualization of the applied logging
scheme

The unique user id (UID) is tracked via the usage of a
cookie. The internal-external attribute logs whether a re-
quest originated from an IP address of the department or an
external IP address. The logging of this attribute goes back
to the fact that, as mentioned before, parts of the corpus are
off limits for users with an external IP-address. The snap-
shots of visited SERPs are retained in the form of a com-
pressed copy of the HTML source. The SERP-navigation
attribute logs a user’s browsing within the search results
the engine returned. We create a log entry denoting the
SERP, identified by the lowest result rank on this page, ev-
ery time a user navigates forth or back within the result
listings. In addition to recording the timestamp of query
submission, we also record the timestamp of each click on
a result. We save a compressed copy of every document a
user clicked on within a result listing. Web documents are
subject to change on a frequent basis, and the documents in
the DCS corpus are no exception to this. Specific parts such
as personal homepages of research and teaching staff, and
administrative pages are subject to very frequent changes.
Therefore, by retaining a snapshot of each clicked document
we are able to perform more accurate retrospective analysis
of the relevance of a clicked on document. In the course of
the experiments that will be described in the remainder of
this paper it is important to define our understanding of a
user session. Following the approach of [7], a number of log
entries is interpreted as belonging to the same session if all
entries feature the same UID and the time interval between
two consecutive entries is less than 5 minutes. He et al. [3]
have explored more sophisticated ways of session identifica-
tion.

4. MEASURING SYSTEM PERFORMANCE
BASED ON CLICKTHROUGH

In this initial study our hypothesis is that the information
contained within the clickthrough log data can be put to
use in order to measure the performance of the underlying
system. We manifest our hypothesis through the proposal
of interaction-based metrics:

• Percentage of sessions resulting in clicks: This
measure is based on the simple assumption that a
higher percentage of sessions resulting in clicks indi-
cates an improved performance of the system. One
would assume that if a user does not bother to click
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on a single document within a session it means that
he or she did not deem any of the retrieved documents
relevant. Indeed by interpreting a session without a
click as a failure, and a session with a click, indepen-
dent of the relevance of the clicked on document, as
potentially successful, we hope to be able to use the
ratio of failed and potentially successful sessions as an
indicator of the system’s performance.

• Delta between query submission and first click:
This measure is based on the logging of the query
submission timestamp and the click occurrence times-
tamp. We devise this measure on the assumption that
a result listing containing many highly relevant docu-
ments will result in a smaller time delta between query
submission and the first click occurrence as opposed to
a result listing containing no or only partially relevant
documents.

• Query Reformulation: This measure is based on
the assumption that the level of reformulations within
a session can serve as an indication of session success.
We test the usefulness of this measure based on the
intuition, that a higher level of reformulations denotes
that the user deemed the returned results as not rel-
evant to his or her query. Therefore we interpret a
higher frequency of reformulations as a potential indi-
cator of problems in the search process.

• Ratio of clicks and undesirable actions: Based on
the intuition that from a user’s point of view, a click
on a result can be interpreted as a desirable action,
and navigation and query reformulation as undesir-
able actions, we assume that the ratio of clicks versus
undesirable actions can help to predict a system’s per-
formance.

In the remainder of this paper we assess the extent to
which these measures are able to predict the system’s per-
formance by relating them to a manually generated ground
truth (GT).

5. EXPERIMENTS
For our experiments we use a log file spanning a time pe-

riod of 32 days ranging from 29th March 2007 to 29th April
2007, containing a total of 1.726 entries. An entry relates
to one of the following user actions: A query submission, a
click on a result, or navigation within the result pages. The
average number of user actions per day is 53.9. In the ex-
amined time period there are 789 unique user ids in the log
file. We believe that the high number of UIDs is caused by
the fact that most of the computers that are accessible by
students are configured to not retain cookies. The average
number of recorded actions per user is 4.29. Applying the
automatic session identification method [7] resulted in 901
sessions. During the examined time span users have clicked
on 336 results. The average query length is 1.88, and the
number of unique query terms is 526. The level of traffic in
the observed time period is rather low, mainly due to the
facts that the launch of the search engine has not been ad-
vertised within the department, and moreover the observed
time period was a student holiday period. Therefore due to
the low volume of available click data our reported results
should be interpreted as anecdotal.

For our ground truth we manually assessed the success of
sessions. A session was considered successful when at least
one clicked on document within that session was assessed as
being relevant with respect to the query the user entered in
the search box. Concerning the assessment, the logged at-
tributes of the request-related and result-related categories
have proven to be very useful. In our experience the avail-
ability of both the snapshot of the clicked on document as
well as the snapshot of the SERP eased performing this task,
and potentially increased the accuracy of the assessments.
In the observed time period we manually assessed the top-
ical relevance of a total of 336 documents with respect to
their queries.

6. RESULTS AND ANALYSIS
Figure 2 shows over the timespan of the experiments the

percentage of sessions that resulted in clicks, which we in-
terpret as automatically assessed successful sessions, and
the percentage of manually assessed successful sessions that
form our ground truth (GT). In general, we observe a good
correlation between the proposed predictor and our GT. In
particular, there is a strong correlation between the predic-
tor and the GT of Spearman’s ρ of 0.592. As can be seen
in the Figure, in the time period ranging from the 3rd April
to the 5th April, the percentage values for both measures
are very low. This time period corresponds to a known out-
age of the system, where due to a configuration error, the
system returned almost random results. A manual exami-
nation of 50 SERPs showed that the returned results were
indeed random, retrieving documents that did not even con-
tain the query terms. It is observable that the similarity of
both graphs is higher for time periods with lower percent-
age values. This is intuitive if we take into account that
interpreting sessions with a click as successful is overly op-
timistic.

Figure 3 shows the GT and the average daily time differ-
ence between the query submission time stamp and the first
click occurrence time stamp in seconds (Reaction Time). It
is visible that both graphs are not as closely correlated as
the previous measure, and indeed overall correlation of ρ is
only 0.214. Reaction time and the percentage of successful
sessions do not seem to be directly linked to each other. An
exemplary manual investigation of the logs indicates that
the reaction time seems to be influenced by a couple of fac-
tors, including for example: The specific user, the type of
search (i.e. navigational, informational, transactional), and
the rank of the first clicked on result. Future research that
will correlate the reaction time to these factors may provide
more insight.

Figure 4 compares the percentage of sessions with query
reformulation to our assessed GT. This predictor shows the
lowest level of correlation with Spearman’s ρ of 0.04. How-
ever it can be observed that for the period of the known sys-
tem outage, as well as for other days (12th of April and 25th
of April) that show a low percentage of successful sessions,
a high percentage of sessions had reformulations. Future
research that will test alternative interpretations of refor-
mulation levels and explore the correlation of specific types
of reformulations (e.g. addition of terms, removal of terms)
should provide more insight.

Figure 5 shows the ratio of clicks and undesirable user
actions and our assessed GT. As can be observed from the
figure the level of correlation is higher than for the previous
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Figure 2: Comparison of successful session rates for
automatic and manual classification

Figure 3: Time delta of query submission and first
click and the percentage of manually assessed suc-
cessful sessions.

two predictors with ρ of 0.357. Especially for the period of
the known system outage, a high level of similarity of both
graphs can be seen.

Our observation is that the measure based on the per-
centage of sessions resulting in clicks shows the highest level
of correlation with our ground truth. It seems promising
that the known system outage is also indicated by our other
measures. Concluding we can say that our proposed logging
scheme, proved to be very useful for generating our ground
truth, and also for devising promising potential predictors
of system performance.

7. CONCLUSION
In the future we wish to devise more predictors based on

clickthrough evidence. Moreover the initial study presented
in this work could naturally be extended to assess the cor-
relation of the predictors with more classical IR evaluation
measures such as Mean Average Precision and Mean Recip-
rocal Rank. In the long term we would like to explore the
utilization of clickthrough data to detect difficult queries and
to distinguish between specific groups of users, such as for
example potential students, staff, and external researchers,
in order to be able to tailor the retrieval process both to
specific types of queries and specific individuals.

Figure 4: Comparison of percentage of sessions with
reformulation and manually assessed ground truth

Figure 5: Comparison of the click to actions ratio
and manually assessed ground truth
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ABSTRACT
We conducted a search experiment targeting 31 users to in-
vestigate whether the performance evaluation metrics of IR
systems used in test collections, such as TREC and NT-
CIR, are comparable to the user performance and subjective
evaluation. We selected three systems with high, medium,
and low performance values in terms of nDCG, MRR and
Prec@10 metrics from among the retrieval systems that par-
ticipated in the NTCIR-5 WEB task, and then selected three
topics. The results of the experiment showed no significant
differences between these systems and topics in the comple-
tion time for each search. Furthermore, none of the results
of the users’ evaluations corresponded to the results of the
batch system evaluations. These results indicate a need for
new evaluation metrics that correspond to the users’ evalu-
ations.

1. INTRODUCTION
The performance evaluations for information retrieval (IR)

systems are extremely important in today’s Internet envi-
ronment, where a wide variety of IR systems are provided
and used. The performance evaluations of IR systems are
said to have begun with the Cranfield experiments, and the
field later expanded to include evaluation experiments the
use large-scale test collections, such as TREC and NTCIR.

In recent years, however, these evaluation methods have
been called into question. In researches conducted by Hersh
et al.[1], and Turpin and Hersh[4], it was reported that in the
TREC 7-9 Interactive Track, batch evaluations did not cor-
respond to the user evaluation results. Turpin and Shoeler[5]
recently conducted more large scale tests on a simple Web in-
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formation finding task, and showed that the system’s MAP
metrics and user performance did not correlate with each
other.

This results suggest that the results of performance met-
rics in past system evaluations do not necessarily match the
results of subjective evaluations and perception character-
istics in user evaluations. However, there has been little
study that has focused on this gap between the batch and
user evaluations. It is necessary to gather evidence using
other types of tasks or test collections to investigate why
batch and user evaluation do not match, or what can be
done to develop performance evaluations that are closer to
the users’ evaluations. Most of the previous researches have
been based on TREC data, and there have been almost no
studies using other large-scale test collections.

Based on the above situation, we compared user evalua-
tions with batch evaluations in the NTCIR-5 WEB Naviga-
tional Retrieval task (Navi2)[2] for our current research. We
report the preliminary results from our experiments in this
paper, and introduce about the differences and similarities
between our results and those of prior researches.

2. METHODS

2.1 Subjects and Design
A total of 31 subjects (21 males and 10 females) partici-

pated in the experiment. The subjects were recruited from
three universities; 12 were faculty members, 8 were grad-
uate students, and 11 were undergraduate students. The
backgrounds of the subjects varied, but the faculty mem-
bers were from the nursing science field, the graduate stu-
dents were from the information science field, and the un-
dergraduate students were from the education science and
information science fields. The average age of the subjects
was 25.6 (SD = 4.99), and the average Internet usage time
was 2.98 hours per day (SD = 2.43). They were unfamiliar
with our dataset and this was their first time to use it.

The experiment was conducted using a 3×3 mixed design.
The first factor was the three topics, and the second factor
was the three systems (both were subject internal factors).
As indicated in Table 1, the subjects were allocated into
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three patterns (Sa, Sb, and Sc) combining the topics (movie,
shopping, and restaurant) and systems (high, middle, and
low). During the experiments, the subjects were randomly
assigned to each pattern, and each pattern had ten or eleven
subjects.

Table 1: Experimental design
High Middle Low

Movie Sa Sc Sb

Shopping Sb Sa Sc

Restaurant Sc Sb Sa

2.2 Materials
Three topics and three systems were selected from the

NTCIR-5 WEB task for use in this experiment.
From among the systems participating in the NTCIR-5

WEB task, three systems were selected as having normal-
ized discounted cumulative gain (nDCG), reciprocal-rank
(RR), and precision at 10 (Prec@10) values corresponding
to high, middle, and low (TNT-3, ORGREF-C20-P2, and
ORGREF-GC1, respectively). Three topics (movie, shop-
ping, and restaurant) were selected as having similar nDCG
values within a single system (topic numbers 1196, 1296, and
1367, respectively1). Figure 1 shows an English translation
for the shopping topic.

<TOPIC><NUM>1296</NUM>

<TITLE>Seiyu, online supermarket</TITLE>

<DESC>I want to visit to Seiyu’s online supermar-

ket page.</DESC>

<NARR>

<BACK>I would like to go to shopping at Seiyu’s

online supermarket.</BACK>

<RELE>Seiyu’s online supermarket page in the offi-

cial Seiyu website is relevant.</RELE>

</NARR>

</TOPIC>

Figure 1: Shopping topic (English translation)
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Figure 2: nDCG, MRR and Prec@10 performance
measures of three runs with 269 topics

Figure 2 shows the systems’ nDCG, MRR and Prec@10
values for all 269 topics from the NTCIR-5 WEB, and Fig. 3
shows these measures for each selected topic. In the NTCIR-
5 WEB, graded relevance levels are assigned in relevance

1All topics are available at the NTCIR website:
http://research.nii.ac.jp/ntcir/workshop/OnlineProceedings5/
cdrom/WEB/NAVI2/ntcweb5-navi-frun-topics-1.euc.txt
(only in Japanese)
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Figure 3: nDCG (left), RR (middle) and Prec@10
(right) performance measures of three runs for each
topic

judgments. We calculated these evaluation metrics based on
a weighted values. For nDCG, multiple relevant levels were
weighted with (A, 10) and (B, 1). For MRR and Prec@10,
multiple relevant values were calculated at rigid level: (A,
1), (B, 0). Additionally, duplicates of the relevant docu-
ments were judged at relevance judgments. For nDCG and
Prec@10, if duplicate relevant documents were found several
times, they were regarded as irrelevant except the first one
found. In terms of the NTCIR-5 WEB test collection having
269 topics, as shown in the Fig. 2, there were significant dif-
ferences between these three runs (high, middle, and low),
and these results were confirmed by using a pair-wise t-test
for the three evaluation metrics (all results at p < .001).

As can be seen in Fig. 3, the high run had the highest
nDCG, MRR and Prec@10 values among the three topics,
and the low run had the lowest nDCG and RR values among
the three topics.

2.3 Procedures

Figure 4: Search result interface for a query

During the search experiment, the subjects were instructed
to read a topic’s description, background, and relevant cri-
teria, and then to explore the Web, which is in reality the
NW1000G-04 dataset, through our Web-based user interface
for NTCIR-5 WEB run results[3] to find a relevant page.
We instructed the subjects to bookmark the relevant page if
they found a relevant page, and then their task for the topic
would be complete. Our Web-based interface is shown in
Fig. 4. We assumed that these settings could partially sim-
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ulate their daily search environment in a real Web search
engine.

First, the subjects were given a questionnaire on their de-
mographics and experiences in using the Internet and com-
puters. After an introduction to the search tasks, the sub-
jects performed a practice search. After this, the topics were
presented in random order according to the conditions of the
experiment shown in Table 1. During each search task, the
subjects were not informed that they were using different
search systems each time, because we tried to assure the
subjects not to have a bias against the systems, and to keep
their mind neutral during the experiment. The search topics
were displayed on a Web browser. When the search began,
the following information was displayed: The purpose of the
search (<DESC> in Fig.1), background (<BACK> in Fig.1), rel-
evance criteria (<RELE> in Fig.1) and the link to the search
result pages (SRPs). The subjects could jump to the SRPs
whenever they wanted. The SRP was composed of a list
of ten pages at one time, and its interface was similar to
that of a usual search engine which has a title, URL, and
snippets of pages (See Fig. 4). Note that we created and
used the static SRPs from the search result runs submit-
ted to NTCIR-5 WEB. The subjects looked for pages that
appeared to match the topic context from this list of SRPs.
The search ended when the relevant page was found, and the
subjects were asked to evaluate the search. The searches for
each topic were evaluated using a 5-point scale based on the
following items: (1) Search difficulty, (2) Satisfaction with
the results, (3) Confidence in the results, (4) Appropriate-
ness of the system for that topic, and (5) Prior knowledge
of that topic.

At the end of the experiment, the subjects were informed
that a different search system had been used for each of the
three topics, and they were then asked to fill out the follow-
ing two evaluations using a 3-point scale: (1) Performance of
the three systems, and (2) How difficult it was to understand
the search itself.

3. RESULTS AND DISCUSSIONS

3.1 Agreement with the official assessments
In general, the relevance judgments between people pre-

sented quite differing results[6]. From our experience with
Web navigational retrieval, the agreements between people
are rather high for the navigational task than for the other
tasks (e.g. informational task).

Table 2: Agreement rates at rigid (top) and relaxed
(bottom) level between subjects’ judgments and of-
ficial judgments

Rigid level: High Middle Low (total)
Movie 3/10 2/10 0/11 5/31

Shopping 7/11 8/10 8/10 23/31
Restaurant 10/10 10/11 6/10 26/31

(total) 20/31 20/31 14/31 54/93

Relaxed level:
High Middle Low (total)

Movie 9/10 8/10 11/11 28/31
Shopping 8/11 8/10 9/10 25/31

Restaurant 10/10 10/11 6/10 26/31

(total) 27/31 26/31 26/31 79/93
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Figure 5: Average search time for each system and
topic

In our experiments, the subjects reported on a relevant
page. The agreement rates between the relevant pages re-
ported by the subjects and the official assessments from the
NTCIR-5 WEB[2] are shown in Table 2. The differences
among the systems were tested by using the Chi-square test
and two-way ANOVA, but no significant differences were ob-
served. Only at the rigid level2 was there a significant main
effect of the topic (F (2, 84) = 26.887, p < 0.001), and the
Movie topic showed significantly lower agreement rates than
those of the official relevance judgments (MSe = 0.152, p <
0.001). At the rigid level, the agreement rates on the topic
Movie were rather low, although the agreements on the other
topics were quite high. At the relaxed level, on the other
hand, the agreement rates were high for all the topics. The
low agreement rate for the Movie topic was caused by its ab-
sence in the relevance criteria in its topic description. How-
ever, most of the subjects could find at least one relevant or
partially relevant page. From the relaxed level results, our
results seem to be reasonably consistent with those from the
original NTCIR-5 WEB, and we could see that our exper-
iment settings could successfully simulate the navigational
retrieval settings of the original NTCIR-5 WEB.

3.2 Completion time
Figure 5 shows the subjects’ average search completion

time in seconds for each system and topic. We can see from
this plot that for the movie and shopping topics, the high
run had the longest execution time, but in the case of the
restaurant topic, the search time grew longer from the high
to the low run. There was no significant difference, however,
between the systems and topics.

These results suggest that even when the evaluation data
in the NTCIR-5 WEB task is used, the system performance
results based on the batch evaluations do not match the re-
sults of the user performance in the user experiments. The
search completion time is one of the user performance mea-
sures, because one of the purposes of information access sys-
tems for end users is, in general, to quickly retrieve informa-
tion. From this viewpoint, our results for the search com-
pletion time show that subjects can get information almost
in the same period of time whether or not they use a batch
high-performance system.

Turpin and Hersh[4] reported that users performed equally
well on significantly different batch evaluation systems in

2The NTCIR-5 WEB had graded relevance judgments, in
which a document was assessed as relevant, partially rele-
vant, or irrelevant. In a rigid level analysis, partially rele-
vant documents are seen as irrelevant documents, and in the
relaxed level, they are regarded as relevant.
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Table 3: Summary of subjective evaluation analysis by two-way ANOVA
System×Topic System Topic

p-value p-value p-value F(2,84) Main effect MSe p-value
Difficulty 0.276 0.364 0.057+ 2.972 Restaurant > Shopping 1.238 0.023*

Satisfaction 0.798 0.210 0.052+ 3.703 Shopping > Movie 1.019 0.015*
Confidence 0.742 0.771 0.021* 4.058 Shopping > Movie 0.961 0.001**

Appropriateness 0.559 0.934 0.023* 3.961 Shopping > Restaurant 1.127 0.001**
Prior knowledge 0.353 0.525 0.183 1.734 — — —

Movie > Restaurant 0.000**Performance 0.733 0.730 0.000** 8.894
Shopping > Restaurant

0.481
0.000**

Difficulty in understanding 0.843 0.105 0.013* 4.577 Movie > Shopping 0.523 0.003**
+: p < 0.1, *: p < 0.05, **: p < 0.01

terms of MAP. Turpin and Shoeler[5] also reported that the
MAP values did not match with their user performances,
based on the automatically created rankings. The differ-
ences between those studies and the current one are three-
fold. First was the dataset that was used. We used the
NTCIR-5 WEB dataset, which consists of Japanese topics
and mainly a Japanese Web dataset, while prior researches
used a TREC dataset, which consists of English topics and
newspaper articles or a Web dataset in English. Second was
the tasks that were conducted. We conducted experiments
for a Web navigational retrieval task, while prior researches
were either for a recall-oriented task, a Q&A task, or a Web
information-finding task. The third difference was in the
evaluation metrics that were used. The NTCIR WEB used
a multi-graded relevance level, and reported the DCG and
MRR as its official metrics. We used the nDCG, MRR, and
Prec@10 as the system evaluation metrics, while prior stud-
ies used the MAP and Prec@n as major metrics for the batch
evaluation.

Although the datasets, tasks, and metrics were changed,
their results and ours are quite similar. That is, from the
user experiments, we found that the difference in batch sys-
tem evaluations that were used does not directly result in
the differences in user performance, which is measured by
the time taken to complete each task.

3.3 Subjective evaluation
We conducted two-way ANOVAs with topics and systems

as the between-subject factors regarding the seven subjec-
tive evaluation points answered by the subjects (task diffi-
culty, satisfaction with the result, confidence in the result,
appropriateness of the system, prior knowledge of the topic,
system performance, and difficulty in understanding of the
task).

The results from a statistical test for the systems and
topics are given in Table 3. The results from this analysis
showed that several significant differences were found be-
tween the topics, except for the prior knowledge of a topic.
However, it did prove that no significant differences were
found among the systems, or among the topics×systems. In
summary, these results suggest that users are more aware
of the differences between the topics than they are of the
differences in the performances of the different systems.

From the subjects’ comments, we noticed that for some
topics there was difficulty in finding a relevant document. In
some parts, this was caused by the limitation in the experi-
mental environment. For example, the restaurant topic was
more difficult than the other topics in terms of difficulty, ap-
propriateness, and performance. The relevant pages for the
restaurant topic were easily found and the relevant pages

had several embedded images in them, but the NW1000G-
04 dataset only gathered in text format. So, the subjects
noted a poorer performance for the restaurant topic. An-
other example is with the movie topic. The movie topic does
not have relevance criteria in its topic description. So, the
subjects noted lower scores in the confidence, satisfaction,
and ease in understanding for the movie topic.

4. CONCLUSION
In looking at our experimental results, in the case of the

NTCIR-5 WEB task, the nDCG, MRR, and Prec@10 system
performance measures did not match the users’ performance
and subjective evaluations. These results could be viewed
as suggesting a need for the development of new evaluation
metrics that more closely correspond to the user evaluations.
In the future, we will analyze the subjects’ tracking log data
during the experiments and other supporting information.
In addition, since the size of the topics we used was small,
our analysis could be made more stable if we had more top-
ics. We will test this point in the future.
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ABSTRACT 
Relevance is central to all studies of Web information seeking, 
but little research has been devoted to developing and evaluating 
techniques for eliciting relevance judgments from users.  
Numerous studies have demonstrated that relevance is 
multidimensional and that users employ multiple criteria when 
making relevance judgments, but most Web information seeking 
studies still only elicit one-dimensional relevance judgments from 
users. The purpose of this position paper is to focus attention on 
the lack of adequate relevance measurement practices and to 
stimulate discussion about how we can do a better job of this in 
the future.     

Categories and Subject Descriptors 
H.1.2 [Information Storage and Retrieval]: Models and 
Principles – User/Machine Systems – Human factors 

General Terms: Performance, Human Factors  

Keywords: relevance assessment, Web searching, information 
seeking behavior, user studies, measurement 

1. INTRODUCTION 
Relevance has a long history in information retrieval (IR) [3, 11] 
and is central to all theories of information seeking, including 
Web information seeking. Researchers have identified various 
types of relevance across a wide-range of information seeking 
domains including traditional bibliographic databases; closed, 
full-text collections; and the Web [2, 4, 15]. Although it is well 
documented that relevance is multidimensional and dynamic, 
most studies still assess relevance with a single measure at a 
single point in time.  Moreover, relevance is assessed in the same 
way regardless of the user’s information seeking task. These 
oversimplifications of relevance lead to questions about what is 
actually being modeled in Web information seeking studies, 
especially in studies of explicit and implicit relevance feedback.  

This position paper reviews and discusses the notion of relevance 
in the context of Web information seeking, with a particular focus 
on its conceptualization and operationalization. The purpose in 
doing so is to focus attention on the lack of good measurement 
practices and stimulate discussion about how we can do a better 
job of this in the future. Conducting information seeking studies 
with users is not an easy task and creating new instruments for 
each study is not always practical. Thus, the development of 
valid, reliable and sharable instruments, especially for measuring 
a concept as central as relevance, should be a primary concern of 
researchers.  

This position paper is organized as follows.  Section 2 describes 
studies of relevance in information seeking scenarios, including 
studies of criteria users employ when making relevance 
judgments. Section 3 discusses some techniques that have been 
used to measure relevance and provides an example from the 
author’s own research to illustrate measurement problems. Two 
popular relevance feedback-based IR techniques – explicit and 
implicit feedback – are discussed in Section 4 to illustrate the 
limitations created by inadequate and incomplete relevance 
measurement techniques. Finally, Section 5 discusses why and 
how information seeking context (and task in particular) makes 
one-dimensional measures of relevance problematic.  

2. DIMENSIONS OF RELEVANCE 
Saracevic conceptualized relevance along five dimensions:  (1) 
system or algorithm; (2) topical; (3) pertinence or cognitive; (4) 
situational; and (5) motivational or affective [11]. System or 
algorithm relevance describes the relationship between a query 
and the collection of information objects.  This type of relevance 
is operationalized by a particular algorithm, and does not involve 
user judgment.  Topical relevance is associated with the aboutness 
of a particular document. For instance, if the user’s query is 
‘elephants,’ then a document containing a discussion of elephants 
is topically relevant. Pertinence, or cognitive relevance, describes 
the relationship between a user’s perception of his information 
need, what he currently knows about the information need and a 
document. This is very much related to psychological relevance 
[6], which considers the degree of cognitive transformation or 
learning that is caused by reading a document. Situational 
relevance, originally coined by Wilson [17], is concerned with the 
idea that relevance judgments change according to task and 
situation. Finally, motivational or affective relevance describes 
the intentions, goals and motivations of the user. 

Cool, et al. [4] and Barry [2] identified additional types of 
relevance at a more specific level of detail.  Example dimensions 
identified by Cool, et al. include:  interest in document, quantity 
of information, specificity, authority, entertainment value and 
usefulness.  Example dimensions identified by Barry include:  
recency, clarity, depth, and novelty.  While these studies 
elaborated on the types of relevance criteria users employee when 
judging documents, they were conducted in the context of 
traditional document retrieval systems with traditional 
information seeking tasks (i.e., finding resources for a scholarly 
paper).   

Some of the dimensions identified by Cool, et al. and Barry 
generalize to Web information seeking, but others do not. 
Tombros, et al. [15] studied the criteria used by searchers when 
evaluating the relevance of Web pages for three types of 
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information seeking tasks:  background search, decision task, and 
many items task.  Tombros, et al. found that users employed 
several criteria related to the quality of the page when evaluating 
relevance.  These included depth, authority, recency, novelty and 
general quality, which were similar to those found by Cool, et al. 
and Barry.  Users also employed criteria related to other aspects 
of Web pages including text (e.g., content, titles), structure (e.g., 
layout, links) and physical properties (e.g., file size, language).  

Although the research discussed in this section identifies 
dimensions of relevance – which is helpful for conceptualizing 
this notion – the research does not suggest how one might 
operationalize (or measure) relevance.  Without such studies it is 
difficult to know which dimensions are most important, and when 
and how they should be applied and assessed in the context of 
Web information seeking.  

3. MEASURING RELEVANCE 
Ultimately, a good measure is one that is valid and will reliably 
distinguish and discriminate among levels of a concept. 
Relevance research has demonstrated that users distinguish 
between more than just binary relevance, but what does a good 
relevance measure look like?  Degree of relevance refers to the 
rating and indication of the relevance value of a given assessed 
information object. Borlund [3] provides an overview of different 
degrees of relevance including binary relevance (e.g., relevant, 
not relevance), tripartite relevance (e.g., relevance, partially 
relevant, not relevant), scale-based relevance (e.g., 5-, 7- and 11-
point scales), and graded relevance (e.g., A, B, C).   

While some research on relevance measurement has been 
conducted, it has primarily been in the context of traditional 
document retrieval scenarios.  Tang, et al. [13] compared 
relevance scales with varying points and recommended using 
seven point scales.  However, Spink and Greisdorf [12] identified 
some flaws with this work and applications of these findings have 
not always resulted in realistic distributions of relevance scores. 
Others have proposed categories of relevance and techniques that 
project relevance onto continuous scales.  For instance, Eisenberg 
[6] evaluated the effectiveness of several techniques for 
measuring relevance based on magnitude estimation:  numerical 
estimation, line production and force of hand grip. Eisenberg’s 
subjects were successful at using all three techniques, but reported 
a preference for categorical rating scales.  Eisenberg also found 
that magnitude scales were not biased by order of scaling or order 
of presentation, and relevance judgments were distributed 
predictably. Spink and Greisdorf compared two techniques for 
eliciting relevance assessments from users: a 77-mm line ranging 
from relevant to not relevant and a categorical measure ranging 
from not relevant, partially not relevant, partially relevant and 
relevant. In addition, users were asked to identify the levels of 
relevance that contributed to their ratings using Saracevic’s five 
relevance types which were assessed with binary measures.  

In my own research of users’ Web information seeking behavior 
[9] I modeled Web page relevance after Wilson’s situational 
relevance [17] and Cooper’s subjective relevance [5], and 
provided users with a seven point scale to indicate how useful 
documents were in addressing the information tasks in which they 
were associated.  Users completed their natural information 
seeking tasks in this study, which went beyond just basic 
searching tasks. Thus, the relevance model was much more 
complex since users were working on a variety of tasks.  It was 

believed initially that a more subjective, general relevance 
measure was appropriate; however, this did not turn out to be the 
case. For instance, many documents viewed by users were done 
so for entertainment purposes and it is difficult to imagine that 
users would not rate them as useful; however, rating a document 
viewed for entertainment purposes as very useful is unlikely to 
carry the same meaning as rating a document viewed for a 
scholarly research as very useful.  In this study, users were very 
liberal and subjective with their relevance judgments and rated a 
large portion of the documents that they found as highly relevant, 
which made data analysis difficult since the distribution of 
relevance judgments were skewed.  The results of this study 
indicate that studies of Web information seeking with natural 
search tasks should elicit multiple measures of relevance, 
customized to specific kinds of tasks and that a seven point scale 
may not be the best way to indicate degree of relevance.  The 
relationship between information seeking task and relevance is 
explored in more detail in Section 5. 

4. RELEVANCE APPLICATIONS  
Relevance feedback techniques have been studied extensively for 
many years [10].  Relevance feedback can be used to alter single 
user-system interactions, or it can be used to alter interactions 
over time (e.g., as part of filtering and personalization 
techniques).  Most relevance feedback techniques make use of 
explicit and/or implicit feedback [8].  Examples of explicit 
feedback include users marking terms, passages or documents that 
are relevant to their information needs. Examples of implicit 
feedback include monitoring and using users’ behaviors and 
interactions with documents to infer relevance.  

Central to both explicit and implicit feedback is the notion of 
relevance.  However, in studies of explicit and implicit feedback 
relevance is usually simplified and what is meant by relevance is 
often vague, general and unstated.  Relevance is usually assessed 
using a single measure, such as binary judgments (relevant or not 
relevant) or a scale with a sequence of numbers ranging from 
relevant to not relevant.  A user may mark a document relevant 
for a variety of reasons, but a single measure only allows the 
system to accept one type of relevance information and formalize 
it in one type of algorithm.  One exception is the work of Zhang 
and Callan [18] which elicited several pieces of information from 
users of a Web news filtering service and incorporated the 
feedback in different ways.  Zhang and Callan elicited likeness, 
relevance, novelty, authority, and readability from users; 
however, based on previous research one might argue that most of 
these were dimensions of relevance, rather than orthogonal 
measures. Nevertheless, this is a step in the right direction. 

Lack of articulation of what is meant by relevance is particularly 
problematic in studies of implicit relevance feedback, since users’ 
explicit relevance judgments are often used to provide a 
benchmark upon which to evaluate behaviors proposed as implicit 
feedback. Although the general idea behind the use of implicit 
feedback is to personalize IR interactions to the individual user, 
the dynamic and multidimensional nature of relevance has not 
been acknowledged in benchmark evaluations of implicit 
feedback.  Studies of clickthrough data as implicit feedback [c.f., 
1] present an interesting case because a seemingly simple 
behavior suddenly represents a very complex notion.  It is often 
common in these types of studies for researchers to use terms 
such as “interest” or “preference” to describe what they are 
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modeling instead of “relevance,” even though it is unclear if these 
terms really all represent different concepts.  Ultimately, what is 
actually being modeled in these studies is still unclear because 
little is known about the context of users’ information seeking. 

5. RELEVANCE & CONTEXT 
Previous research has demonstrated that relevance assessments 
can vary according to user- and/or context-specific attributes of 
the information seeking situation [c.f., 9, 14, 16].  Information 
seeking task is an important aspect of context that is likely to 
impact a user’s relevance behavior.  For instance, particular 
dimensions of relevance are likely to vary according to task; when 
users check the news they are likely to employ different kinds of 
relevance criteria than when they search for research articles to 
use in a scholarly paper or when they search for entertainment 
purposes.   

Consider the following set of items that can be found on the Web:  
a weather report, a recipe for peanut butter pie, a YouTube video 
of a man catching sunglasses with his face, a description of a 
sweater from a retail store and a SIGIR article about ranking. 
What do all of these items have in common?  Probably very little 
except that they may have all been clicked on by the same user. 
According to clickthrough analysis, they would all be considered 
equally relevant to the user.  If the user were provided with a 
generic ‘usefulness’ measure and asked to explicitly assess the 
relevance of each of these items in relation to her information 
needs (e.g., checking the news, cooking, entertainment, shopping, 
and working on a research paper), the items might still all be 
marked as equally useful by the user. However, it is unlikely that 
they are all equally important or valuable to the user.  Each item 
is likely to contribute different amounts to what the user knows 
and these contributions are likely to have varying significances.  
Furthermore, the implications of not finding any of these items 
are also likely to differ.  If one is writing a review article for the 
IR community about ranking and misses a SIGIR paper about this 
topic, then this is likely to have greater consequence than missing 
the YouTube video for the entertainment task or the peanut butter 
pie recipe for the cooking task.  

The relationship between relevance and value was first articulated 
by Cooper [5] who argued that systems should be evaluated based 
on subjective user satisfaction, rather than precision and recall.  
Cooper called a user’s satisfaction with a search, search utility.  
To compute search utility, a user was first asked to indicate for 
every document viewed during a search how many dollars his 
contact with the document was worth to him. Values could be 
positive or negative. Once utilities were assessed for all 
documents viewed by the user, they were summed and divided by 
the total number of documents the user viewed to arrive at the 
search utility.  Assessing the value of information objects might 
be one way to collect relevance assessments that are comparative 
across task.   

The example also demonstrates the importance of developing 
task-centric relevance measures, especially for use in naturalistic 
studies.  For instance, consider criteria identified by Tombros, et 
al.: depth, authority, recency, and novelty. The importance of 
these criteria is likely to change according to task.  For an 
entertainment task, novelty is likely to be very important and 
depth, authority and recency are likely to be less important. For 
checking the weather, authority and recency are likely to be more 
important than depth and novelty.  For other tasks, such as 

shopping, it is more difficult to apply these criteria.  There may 
also be differences introduced by the types of tasks users are 
asked to complete – real or assigned.  For instance, the 
importance and complexity of cognitive, situational and affective 
relevance is likely to differ according to whether users are 
completing real or assigned search tasks.  It may not be possible 
for users to evaluate certain kinds of relevance for certain kinds of 
tasks and it may not even make sense to ask them to do so.  

6. CONCLUSIONS 
Our research does not provide us with too many choices when it 
comes to measuring relevance.  Most researchers acknowledge 
the difficulty of defining and measuring relevance, but the 
problem of measurement still persists. Measurement difficulties 
have not stopped research – in fact, quite a lot has been done 
lately with explicit and implicit relevance feedback, but it is 
unclear what such studies are actually modeling.  Although a 
number of studies have identified different dimensions of 
relevance or criteria that users employ when making relevance 
judgments, most studies have stopped short of developing and 
evaluating specific procedures for measuring these dimensions or 
criteria. While some studies have evaluated specific measurement 
techniques in the context of traditional document retrieval 
systems, it is unclear if and how these measures generalize to 
Web information seeking. 

The goal of this position paper was to review and discuss the 
notion of relevance in the context of Web information seeking, 
with a particular focus on its conceptualization, operationalization 
and application. The purposes in doing so were to highlight some 
of the problems with using one-dimensional measures to assess 
relevance; to provide a focal point for discussion at this workshop 
on the inadequacies and consequences of poor measurement; and 
to stimulate discussion about what we can do to address these 
problems. Relevance is central to all studies of Web information 
seeking.  It is usually necessary to make some simplifying 
assumptions when we design a study – otherwise we would never 
be able to do any research – but it is now time for relevance 
measurement to become one of our chief concerns. 
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ABSTRACT 

This position paper on web information seeking and interaction 

draws on information seeking models to broadly describe the 

searcher‘s interactions and the functionality of the retrieved 

results page as supporting a process of concept forming.  Viewing 

search as developing an information need enhances the supporting 

function of the presentation of the search results, beyond the more 

traditional function of relevance spotting. User studies to 

investigate the effectiveness of novel interfaces supporting search 

are essential, but there is a need for basic research into the nature 

of search and its relation, specifically, with results presentation. 

 

Keywords Search Interface, Summary Presentations, 

Information Seeking 

1. INTRODUCTION 
This position paper relates to the workshop’s theme and to the 

author’s research on modeling users’ conception of search and the 

design of system components to support users’ interaction during 

information seeking.  Various student projects (carried out in the 

Department and its associated Research Institute of Information 

Research during 2006-07) have provided indication that the web 

environment and search engines are giving rise to new styles of 

interaction and information seeking, especially among the student 

population.  New styles are reported in published research 

projects such as Nicholas et al [1] whose logs analysis showed a 

dynamic form of information seeking behaviour (isb) with 

information gathered horizontally moving from site to site.  The 

authors termed this as bouncing or flicking.  The reported use and 

students’ preference for search engines [2], especially Google, 

when seeking course related information has, however, prompted 

some alarm  

among academics. The concern is that students may not be 

required to employ critical thinking skills in finding information, 

resulting in the retrieval of superficial information and/or 

information that does not connect to anything else [3]. Google’s 

popularity is unsurprising given its widespread use for personal 

queries, for example of a transactional nature, and its familiar 

‘minimal’ interface of search box and ranked results offering easy 

access.  The concern surrounding students’ usage lies primarily 

with the need to judge the quality of the information retrieved but 

also, it would seem, with the possibility that its ease of use 

influences the student’s perception of and approach to search.  

Yet some of our earlier research exploring students’ mental 

models of search engines revealed that a fairly sophisticated 

model of search - as a process - was held by the participants [4].  

Further, more recent interviews with students (albeit a small 

number) indicated their use of Google as only one of several tools 

and, its strategic use at the early stages of search to learn about the 

topic and/or to increase confidence in ability to search on other 

databases.  It is in this context that it seems important that further 

research aims to better understand the users’ conception of search 

and the possible impact of the systems’ conceptual interface in 

supporting search processes.   

2. SEARCH AND THE INTERFACE  
The challenge for the design of novel interfaces to support users’ 

interaction during information seeking is posed by the fact that 

search rarely is a single interaction, but a process, and is 

exacerbated by the diversity of the user population and tasks.  In 

modern retrieval environments it is likely that the search tool is 

used at any point in this process, possibly for which the system 

was not purposefully designed.  It is possible to derive this from a 

brief overview of some of the key models in isb [5-8] which in 

common describe (pre web) information seeking as a process 

involving sub processes of: the recognition of a information need, 

its definition, selection of a source, formulation of the query, 

examine results, reflect/iterate or stop.  Interfaces are, in the main, 

designed for the input of the query and the output of the results on 

which the user identifies item(s) sought and/or makes some 

relevance judgment, possibly to modify the query with the 

intention to retrieve better results from the collection.  Within this 

model, empirical data on users’ information seeking behaviour 

(query formulation and relevance assessments) has informed the 

design of the supporting search interface.  For example, back in 

1997 significant use was made of different windows in the DLITE 

interface [9] recognising the need to provide different 

functionality and to make distinct the user tasks of controlling the 

search process and reading detailed bibliographic information 

about the retrieved documents.  Further interfaces designed to 

support sub processes in the interaction have focused on the 

visual presentation of the retrieved results.  The Nirve interface 
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[10], for example, displays in a 3D format query term frequency 

and co-occurence and Tilebars [11] further displays query term 

distribution in the retrieved results.  Thus the display of the 

retrieved items could be seen to have the aim of directly assisting 

the user in the use of results pages, in both retrieving: the user is 

identifying appropriate or interesting items, and relevance 

spotting: the user is seeking to determine the relation between the 

query and the retrieved item. 

2.1 Concept forming on the results page 
Search in the web environment and on search engines, as has been 

touched on, would relate more to Bates’ berry picking model [12] 

or Kuhlthau’s seven stages [13] which characterise search as a 

fluid and dynamic process in which the searcher may start in a 

very uncertain state, with limited knowledge and is expected to 

learn about the topic and the query itself as the search progresses. 

Kuhlthau’s model delineates a stage of exploration where the user 

is seeking information in a stage of uncertainty as the information 

need is not yet identified.  Similarities can be drawn to the search 

plan stage which forms part of the traditional search 

intermediaries’ training.  Although this takes place at a later stage 

where the need has been identified it involves the identification 

and conceptualization of the query.  This is taught as a process of 

concept forming or a concept dialogue requiring the searcher to 

identify the concepts of the query, the terms and the aspects to use 

in the subsequent implementation and manipulation of the online 

search.  The web and search engine environment appears to be 

used for this purpose, and its interactivity possibly facilitates 

searchers in concept forming and query identification.  The extent 

to which this represents a new style of users’ interaction remains 

to be explored.  Nevertheless support for such interaction at the 

interface does present a greater significance to the functionality of 

the results page as a tool used to identify and formulate a query.  

Search interface design, with regards to the presentation of search 

results and for certain types of queries, may also target the 

function of concept spotting: the summaries provide, in the mind 

of the searcher, a relation between the assimilated results and the 

information need expressed in the query.   

Search interfaces generally provide little support for the dynamic 

‘middle’ interactive stage of search in which the user is engaged 

in relevance spotting and concept spotting.  Furthermore until 

recently few studies have evaluated the effectiveness of different 

search results presentations.  White et al [14] found query biased 

summaries were more effective than general summaries in 

assisting users gauge document relevance.  Tombros & Sanderson 

[15] had similar findings and attributed this to fact that they 

indicated the context within which potentially ambiguous query 

terms were used.  Clustering of search results also goes some way 

to prompting the user to think about the impact of their query and 

to disambiguate or refine it in selecting a folder of grouped 

results.  The presentation of clustered retrieved results or its 

variation in the form of diversification (effectively displaying 

results from each possible cluster) in the ranked page of retrieved 

results appears to close the gap between the computer and user 

model of search working as the human brain on the lines of “like” 

and “different from”, without always achieving consensus.  

Whether these developments are intended or actually achieve an 

information seeking dialogue in the mind of the searcher, early 

indication is that they have a positive effect in supporting the 

user’s evolving query.  Further evaluation of the effectiveness of 

these interfaces is called for. Joho and Jose [16-18], for example, 

compare the effectiveness of an interface to present faceted 

groupings from the surrogate record of a selected item as an 

alternative to clustering.  They also investigated the effect of 

additional representations in the search results presentation, such 

as top ranking sentences and thumbnail images, and a browsing 

interface in which each of the three top ranked sentences (trs) for 

a document could in turn be supplemented by new trs from the top 

30 urls.  These interfaces offer the users different functionality 

and the users were reported to have welcomed this.  The 

researchers also indicated a positive effect on the users’ query 

reformulation and search results browsing (relevance judging and 

viewing of retrieved documents) but called for careful 

consideration in the selection of additional representations.   

This brief review serves to demonstrate the theme of the workshop 

that styles of user interaction during information seeking 

behaviour has an important (possibly reciprocal) impact of the 

design of the features and functionality of the search interface. As 

a position paper it serves to highlight the need for further 

investigation of the  users’ conceptions of the search activity 

during interaction.  The search environment, the user perspective 

and search models indicate the emerging requirement for search 

engines to support the user in some form of a concept dialogue.  

Our further research aims towards this end in the investigation of 

the functionality of the results page and the summary 

presentations during search.   
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ABSTRACT
The sequence of documents a user accesses while using an
Information Access System will heavily influence the user’s
experience of the system. In this position paper, I discuss
the idea of using these sequences to evaluate one facet of the
overall user experience. Such sequences can be considered
a generalization of rankings used to evaluate Information
Retrieval System, but can be generated by any Information
Access System. While this view provides greater flexibility
for evaluating and comparing different Information Access
Systems, it also raises many other issues regarding their ap-
plication for evaluation. This paper provides an overview of
some of these issues along with possible directions for us-
ing sequences of documents to evaluate Information Access
Systems.

1. INTRODUCTION
Evaluating interactive Information Access Systems (IAS)1

is a major challenge within Information Retrieval (IR). Largely,
IR has been concerned with the effectiveness of a system
defined by traditional measures such as mean Average Pre-
cision [8]. In order to obtain such measurements, a highly
controlled batch retrieval experiment is conducted, where
the performance of the system is measured by evaluating the
ranked list of documents returned in response to each query.
In this experiment, it is assumed that given the ranked list
of documents for a particular query the user will perform
the following; starting at the first document in the ranked
list, assess it for relevance, then continue to next the docu-
ment, assess it for relevance, and so on, until some cut off
around one thousand documents. This ranked list of docu-
ments provides the basis for measuring the performance of
an IR system.

1I use the phrase Information Access, as opposed to Infor-
mation Retrieval, because I want to consider broader inter-
actions than just retrieval. For instance, interactions based
on searching and browsing [2], clustering [5], orienteering [7],
etc.
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In an interactive retrieval scenario, the way in which a
user interacts with a system is significantly different to the
assumed interactions in batch retrieval. While a ranked list
of documents may be presented to the user in response to
their query, the user will determine the order in which the
documents are retrieved. They may choose not to view cer-
tain documents, they may curtail their search at any time,
they may reformulate their queries, etc. For example, in web
search, a searcher may retrieve the first document, then the
fifth document, where they then browse to another docu-
ment, before returning to the results pages to select another
document. This interaction with the system builds up a
sequence of documents that are accessed as a result of in-
teraction with the system. Such interaction generally leads
to: (1) only a few documents being accessed (instead of
hundreds) per query, (2) the order in which documents are
retrieved may not be in a linear fashion given a ranking,
(3) documents accessed by the user are not bounded or con-
strained to only those results in the ranked list presented
because links facilitate navigation, (4) multiple queries may
be submitted for a particular topic, and (5) multiple topics
may be expressed within the same session. Consequently,
the assumptions under the batch experiment are not ap-
propriate, because the interaction means the user dictates
what is assessed or not, according to which documents they
retrieve.

An attempt to bridge this gap between interactive and
batch experiments was proposed by Leuski [5] who was mo-
tivated by Bookstein’s [1] view of the information retrieval
process. Bookstein argued that the retrieval process is one
where the user examines a sequence of retrieved documents,
and where the system provides feedback by adjusting the
documents presented to the user. Then depending on the
feedback and adjustments, the system presents different doc-
uments and the user selections create a particular sequence
of retrieved/accessed documents. Leuski [5] took this view
on board when evaluating cluster based retrieval systems.
First he defined different “search strategies” to represent
different user behavior, and then he simulated the subse-
quent interaction with the system. For each query the result-
ing interaction produced a sequence of documents accessed,
which was considered to be the ranked list given the query.
This meant that cluster based systems could be compared to
standard retrieval systems using the same measures, because
both output a ranking from the course of interaction.

While this provides a novel solution for comparison pur-
poses, in this paper I consider Bookstein’s view in a broader
context. That is if the IR process is a sequence of docu-
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ments retrieved, then we should perform evaluation on this
sequence. I argue that since the sequence of documents re-
trieved through the course of interaction is common to all
Information Access Systems (as opposed to rankings which
are more IR system based), then these sequences form the
basis for measuring the performance of any Information Ac-
cess System. This is because the primary goal of an IAS is
to provide access to relevant and useful documents, so it is
then reasonable to assume that the sequence of documents
retrieved will play a major role in determining the user ex-
perience of the IAS. The reason being, that the sequence of
interactions with the system determines the user’s percep-
tion of the system’s performance which defines their user
experience [6]. The sequence of documents retrieved by the
IR process is a subsequence of all interactions, but arguably
captures the a predominate facet of the user’s experience
with respect to the goal of an IAS.

Using sequences provides many different evaluation pos-
sibilities, but also raises many issues regarding their usage
for the evaluation of IASs. The remainder of this paper is
as follows: the next section introduces sequences as a way
to capture the User Experience, before discussing their ap-
plication in evaluating IASs and the issues that arise when
considering their application in Section 3.

2. USER EXPERIENCE AS A SEQUENCE
User Experience (UX) is a term used to describe the over-

all experience and satisfaction a user has when using a sys-
tem/product and includes “all aspects of the user’s inter-
action with the product: how it is perceived, learned, and
used” [6]. The field of user experience design is a highly
multi-disciplinary field, incorporating facets from psychol-
ogy, computer science, graphic design and industrial design.
User experience design pertains to the creation of the archi-
tecture and interaction models which impact upon a user’s
perception of a digital device or system. Consequently, there
has been a move towards developing interactive systems with
the goal of designing for the “user experience”. And so, the
aim of any such system is to maximize the user experience of
the system, and for very good reasons. A negative user expe-
rience can be expensive, resulting in lost revenue, diminished
customer loyalty, loss of word of mouth advertising and even
a damaged brand identity. This is especially important for
web search providers where competition is fierce. A poor UX
may result in the searcher switching web search providers.
This provides a strong motivation for maximizing the UX of
searcher because of the potential loss in advertising revenue.

The UX of an IAS is affected by other many factors aside
from the sequences of documents accessed. For instance, the
information cues presented to the user by the system (types
of summaries, snippets, recommendations, sponsored links,
etc), the presentation paradigm (cluster based, ranked list,
graphs, etc), user interface (color, font, layout, etc), mode of
interaction (voice, mouse, keyboard, etc), and so forth will
all contribute to the overall satisfaction and experience of
the user of the IAS. For example, if the IAS was very dif-
ficult to use for some reason making it virtually impossible
to access information then this would seriously degrade the
user experience. The focus of this paper, as previously men-
tioned, is on only one particular facet of the UX because, I
argue, it is the main factor in defining this experience and is
a common factor shared by all Information Access Systems.
Other possible factors are assumed to be either system de-

pendent (such as presentation paradigm), or affect the UX
independently (such as ease of use).

So given the following high level user interactions with
a web search engine (as the IAS), where the initial state is
from the IAS home page and user performs the following ac-
tions: submits a query q1, examines the results page, selects
a result, examines the document d1, returns to the results
page, selects another result, examines the document d2, se-
lects a link (from d2), examines the document d3, returns
to IAS home page, then submits a query reformulation q2,
examines the results page, select a result, examines the d4,
and so on. The subsequence of interest is the sequence of
documents accessed over the course of interaction with the
system (i.e. d1, d2, d3, d4, ...) and the conditions under which
this access arose.

Table 1 shows an example sequence, where the search his-
tory, is decomposed into a number of search sessions. If
we think in terms of a web search engine, then, such ses-
sions maybe be broken down into a number of topic searches,
where each topic search may consist of several interactions
such as querying, finding similar documents, relevance feed-
back, and so forth, or even include browsing. In this exam-
ple, Topic k1, has two queries issued, before the user moves
on to the next topic, and when searching for information on
Topic k3, the user browses from d12 to d13 and then onto
d14. Queries and topics can also be inter weaved and split
over different search sessions. Assuming there is a judgment
on the utility/relevance of a document associated with each
document accessed in sequence, then the performance of this
user experience can be evaluated.

Having information about the context of each access in
the sequence means that evaluation could be performed by
decomposing the sequence into a number of smaller con-
text specific sequences. For instance, query, topic or session
boundaries could be used to determine the average perfor-
mance given these contexts. In the case of query boundaries,
for instance, traditional IR measures such as precision could
be applied. Each sequence given a query would be used as
a ranked list (as in [5], see subsection 3.1).

While, the sequences can be used to perform traditional
ranking based evaluation, sequences offer many different
evaluation alternatives. This is because the focus of eval-
uation is user oriented (i.e. based on the documents actu-
ally retrieved), as opposed to system oriented (i.e. based
on the documents returned and assumed retrieved). One al-
terative is to consider how the user experience changes over
the sequence. For instance, by placing a window over the
sequence to define artificial boundaries, then the user’s ex-
perience over the course of interaction could be evaluated.
The main advantage is that regardless of the type of IAS,
for instance a browsing based interface [5, 2] where there is
no query, different types of systems can be evaluated and
compared. Another dimension which sequences bring to the
evaluation is the transition between document accessed (i.e.
moving from retrieving d1 to retrieving d2). Considering
the transitions means that other factors such as the effort
required to accessed each document can be included in the
evaluation process. For instance the effort involved in us-
ing a particular IAS to facilitate the access due to reading
the results page, traversing the clustering, etc. So using
sequences for evaluation purposes introduces at least two
different ways in which to consider measuring the UX of
an IAS; in which traditional IR measures could be applied
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Information Access Path =⇒
User Search History s1

Experience Session s1 Session s2 . . .
Contexts Topic k1 Topic k2 Topic k3 Topic k4 . . .

q1 q
′
1 q2 q3 d12 d13 q4 . . .

Documents d1 d2 d3 d4 d5 d6 d7 d8 d9 d10 d11 d12 d13 d14 d15 . . .
Judgments j1 j2 j3 j4 j5 j6 j7 j8 j9 j10 j11 j12 j13 j14 j15 . . .

Table 1: Example Information Access Path

or extended, or new measures which are more suitable or
appropriate for the scenario could be developed.

3. DISCUSSION
The introduction of sequences provides a different per-

spective on the evaluation of IASs. However, there are many
issues that need to be considered, such as how the sequences
relate to batch retrieval (rankings) and other IAS, the differ-
ence between relevance and utility, the dependance/independence
of documents/judgments, what documents to include in the
sequence, what is a document, and what measures to use.
The remainder of this paper is a preliminary discussion on
some of these issues.

3.1 Sequences in Traditional IRS Evaluation
Before progressing any further, let’s consider a sequence

in the context of traditional IRS Evaluation [8]. As previ-
ously mentioned, in the standard batch retrieval experiment
a fixed mode of interaction is assumed; once a query is ex-
ecuted and the ranked list of documents is presented it is
assumed that the user starting at the first document in the
list, assesses each document in turn, one after another. The
sequence defined, is determined by the ordering of the docu-
ment in the ranked list (i.e. d1, d2, d3, . . . , dn). The ranking
is therefore a specialization of a sequence, to which a whole
host of evaluation measures that can be applied to deter-
mine the performance of the system in response to the par-
ticular query, such as Precision, Recall, Average Precision,
Discounted Cumulative Gain, bpref, etc [8].

3.2 Mapping different styles of Interaction
While the case is trivial for the batch experiment we can

easily define a sequence for any IAS. As we previously men-
tioned Leuski [5] suggested how cluster based retrieval can
be mapped into a ranked list (which can be considered as
the sequence for a particular query/topic using such an IAS).
Different rankings were created by simulating different “search
strategies”, applicable to a cluster based presentation paradigm.
Different search strategies2 resulted in different sequences of
documents, which were used as ranked lists in order to com-
pare different retrieval systems. The same idea applies for
other interactive scenarios. Below are a few examples, but
mapping different scenarios raises various issues.

Relevance feedback in Batch retrieval. When there are
iterations of relevance feedback, the sequence built up is
composed of all the accessed documents. Documents ac-
cessed in successive iterations of the relevance feedback are

2A search strategy defines/describes the interactions of the
(simulated) user with the system, for instance, a user might
select the best-first, breadth-first, depth-first, randomly, etc.

appended to the sequence. Assuming that the sequence in-
cludes a unique set of documents retrieved then the outcome
of doing so will produce a ranked list. In fact, this ranking
would be equivalent to using the “residual collections” tech-
nique proposed in [9]. Applying the Residual collections
technique excludes the documents that have already be as-
sessed by the user from subsequent rankings and is one so-
lution to address the problems of evaluating relevance feed-
back (i.e. “total performance” and “ranking effect”). While
this restriction on the sequence is suitable for relevance feed-
back evaluation, other types of interaction will result in the
same document accessed multiple times during a sequence.
An open question is how to evaluate a such a sequences?

Browsing based retrieval. Browsing based systems like
the ostensive browser [2] also produce a sequence. The doc-
uments assessed during the browsing form the path of inter-
action in the document space which lead to a sequence of
documents being accessed. If the query is explicated to the
system then the sequences could be used to form rankings
determined by the browsing (as in [5]). If not, the sequences
still enable the evaluation of the IAS, despite the query being
unknown. For instances windows over the sequence could be
used to measure the performance.

Since browsing based strategies assume that the informa-
tion need is more dynamic and changeable in nature, then
the judgments a user makes will be based upon the order
in which the documents are assessed and the user’s current
information need. This type of interactive system especially
motivates considering how the (in)dependance between doc-
uments and (in)dependence between judgments should be
treated. Is it sensible to assume independence as done in
tradition IR evaluation and what does this mean for the
evaluation of an IAS?

Search and browse. The combination of searching and
browsing resulting from interactions such as relevance feed-
back, query reformulation, find similar, etc can all be mapped
to a sequence. In a web setting, as already described, the
documents a user accesses from those presented, are added
to the sequence. Since, web pages link to other documents,
then should documents subsequently accessed also be added
to the sequence? One could argue that these documents also
affect the user’s experience of the IAS, because as a result of
using the IAS these documents are indirectly accessed. For
instance, in a recent studies it was found that two predomi-
nate web search strategies were target search and orienteer-
ing [7]. In orienteering, searchers queried the search engine
to acquire an entry page from which they could navigate
to the desired information. Here, the web search engine and
the provider of the entry site will both affect the user’s infor-
mation access experience. So including documents accessed
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indirectly from a web search engine may be inappropriate.
However, if it is the user’s total information access experi-
ence that is under study then all documents accessed would
be appropriate to include in the sequence.

While documents that lead to relevant documents are not
totally relevant, they are certainly useful, and would pre-
sumably enhance the user’s experience. But, how should
such useful pages be considered when evaluating the user’s
experience of the IAS? If a document is useful because it
links to a relevant document, then how should a document
which contains a set of search results, be considered? If as
just another document which is accessed during the course of
interaction then the evaluations measures need to cater for
the different utility of the different types of documents, and
how the utility changes through the course of subsequent
interactions with the document.

3.3 Issues from Interaction
A major challenge when evaluating an IAS is dealing with

the change of state in the user as they interact with the sys-
tem and access different documents. Through the interac-
tion the user learns about the information space which may
affect their perception and judgment of subsequent docu-
ments retrieved. This “learning effect” creates many prob-
lems for the evaluation process. As a result the judgments
made are unlikely to be independent meaning that re-using
the judgements may not be possible because the judgments
are dependent on the order in which the documents are re-
trieved. For instance, a non-relevant document may provide
cues that help to reformulate the query, but seeing several
other similar non-relevant documents (while providing con-
firmation) does not provide any more utility. On the other
hand, a partially relevant document seen after a highly rel-
evant document may be less useful, than if the order was
reversed. So while it may be relevant it may not be as use-
ful. Accounting for such effects given the change in ordering
is an open problem and limits the re-usability of the judg-
ments. So unlike batch experiments where judgments are
typically assumed independent of each other [8], in the in-
teractive setting this is not the case, and limit the judgments
only to the context in which they appear.

As opposed to the independence of judgements, the depen-
dence between documents is an important factor for systems
to consider when ranking and presenting results to users [10].
This is especially the case in web search where queries are
often highly ambiguous. For instance, in [3], they advocate
that a system should return documents that are as presumed
to be highly relevant, but which are also different to the doc-
uments already returned. This is so the chance of returning
at least one document which is relevant to the user’s infor-
mation need is increased. Under traditional IR evaluation,
this kind of system would be penalized for returning many
documents which are not relevant to the specific information
need. However, by evaluating the system using a sequence
the system would not be penalized for presenting a list of
novel, but irrelevant options. While on one hand this is
appropriate given the interaction, it also raises other issues
concerning how to consider the list of results presented and
the effort required to select the novel but relevant document
from the list of results. Specifically, is the list of results that
a system presents a document itself (a pseudo document)?
In which case how relevant and/or useful is this document
and should it be considered within the sequence?

Another issue resulting from the interaction, is the pos-
sibility of building sequences that contain non-unique doc-
ument sequence i.e. documents are revisited (as could be
the case when browsing). In the batch retrieval experiment
it assumes that only unique documents appear on the path.
While this assumption that could be applied in an interac-
tive setting, it is reasonable to assume that during inter-
action a document may be accessed multiple times. Each
time the document is accessed a new judgment about the
relevance/utility of the document would be generated. For
example, if the search results were included in the sequence,
then we could imagine that such documents would be re-
visited multiple times. While this document may not be
relevant, it may be very useful and of high utility initially,
but not necessarily relevant. On subsequent accesses the
utility of the document would presumably decrease. This
raises the questions, what affect the utility and relevance of
the documents have on the user experience and how does it
affect their judgments?

As mentioned above there appears to be a difference be-
tween utility and relevance in the context of a sequence. Rel-
evance appears to be a specific relationship between a query,
document and user at a particular point in time, where as
utility appears to be a more general relationship between a
document and a user at a particular point in time. This dis-
tinction appears in cases such as the previous example where
the document has utility but is not relevant. However, this
distinction is not so clear in the case of a document which is
relevant and therefore highly useful. If one is happy to ac-
cept such a distinction then we could consider two aspects
of user experience w.r.t the documents retrieved, effective-
ness based on relevance and usefulness based on utility of
the sequence in order to evaluate the UX of the IAS.

Besides the problems associated with the independence
of judgments, and the utility or relevance of judgments, a
further problem is how to capture the utility/relevance of
the documents that a user interacts with. While explicit
judgments could be obtained, in an operational setting, im-
plicit mechanism for inferring the relevance/utility of the
documents would be more appropriate (and cost effective).
Possibly, surrogate or implicit indicators [4] such as time
spent on page to suggest relevance, or the number of times
a document is viewed, could be used to infer the utility of a
page. Whether methods to infer the utility of a document
in an implicit manner is possible is also an open problem.

Since we have a sequence of documents accessed, as a
result of some interaction with the system, then it is sen-
sible to consider a frame of reference for measuring perfor-
mance. As previously mentioned, this could be defined by
the query/topic boundaries, but in highly interactive sys-
tems, the number of documents associated to any one se-
quence for a given query is typically very short which may
not be adequate for a robust measurement. On the other
hand, the sequence of interaction may not result from di-
rect querying but by browsing (or some other means), where
the information need may be changing. Consequently, there
will not always be a clear boundary in which to segment
the stream of interactions. A solution is to define a window
which we can place over the stream of document accesses.
This window represents the current experience of the user,
and total (or overall) user experience is obtained by the slid-
ing of the window along the stream of interactions.

Now given the window over the sequence of documents
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which defines a subsequence from positions k to k+n, there
are a number of options for measurement. The obvious ap-
proach is to apply existing measures to the subsequence.
For instance, the precision of the window which defines the
proportion of relevant information retrieved given the set of
retrieved in the sequence. Because, the window may cross
different query/topic boundaries, we are not interested in
the performance of that query, but performance of the user’s
experience of the system providing relevant information as
the user interacts with the system. And so the natural exten-
sion of the window precision, would be the average window
precision defined by sliding the window along the sequence
to capture the user experience.

Another set of measures could be devised based on the
transitions in the sequences. For instance, the effort re-
quired in accessing one document to another document in
the sequence would impact upon the user experience. Mea-
sures which consider the effort to relevance ratio, or effort
required before relevance could be conceived. In an inter-
active system the effort could be quantified in various ways
such as number of clicks or amount of time and provide an-
other dimension to the evaluation of IAS, beyond traditional
IR evaluation.

4. SUMMARY
In this paper, I have suggested that evaluating interactive

Information Access Systems should be based on the sequence
of documents retrieved by the user through the course of in-
teraction with the system. This view of evaluation mirrors
Bookstein’s view of the information retrieval process and
also provides a natural way to capture the user’s informa-
tion access experience. While this view raises many issues,
sequences offer many different possibilities for the evaluation
of Information Access Systems which go beyond traditional
IR evaluation.
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